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ABSTRACT 
Existing research on human-AI collaborative decision-making fo-
cuses mainly on the interaction between AI and individual decision-
makers. There is a limited understanding of how AI may perform in 
group decision-making. This paper presents a wizard-of-oz study 
in which two participants and an AI form a committee to rank three 
English essays. One novelty of our study is that we adopt a spec-
ulative design by endowing AI equal power to humans in group 
decision-making. We enable the AI to discuss and vote equally with 
other human members. We fnd that although the voice of AI is 
considered valuable, AI still plays a secondary role in the group 
because it cannot fully follow the dynamics of the discussion and 
make progressive contributions. Moreover, the divergent opinions 
of our participants regarding an “equal AI” shed light on the possible 
future of human-AI relations. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI); Empirical studies in HCI; Scenario-based design; • 
Computing methodologies → Artifcial intelligence; Natural 
language processing. 

KEYWORDS 
human-AI collaboration, group decision-making, automated essay 
grading, qualitative study 
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1 INTRODUCTION 
Modern Artifcial Intelligence (AI) has profoundly changed human 
decision-making practices. We have observed cases where AI re-
places humans to make decisions. From low-stakes decisions such 
as content moderation [39] to more critical decisions such as re-
cruitment [88], AI skyrockets the decision-making efciency but 
inevitably causes concerns regarding fairness, accountability, and 
transparency [1, 2, 67, 85]. Consequently, people have argued for 
the need to have human-AI collaborative decision-making. One typ-
ical example is the AI-assisted decision-making system (ADS), in 
which the predictions from AI serve as suggestions and the fnal 
decisions are made by humans [5, 11, 51]. 

Despite the growing body of research on human-AI collabora-
tive decision-making, far fewer works investigate the collaboration 
between AI and a group of humans [46]. Group decision-making has 
a long history in human society. It has been praised for its ability 
to bring together diferent perspectives on decision-making and to 
obtain better decisions than individual decision-makers [29, 34, 78]. 
With the fast development of data infrastructures and the increas-
ingly advanced machine learning (ML) models, researchers have 
discussed the potential of AI to improve the group decision ef-
ciency [87], reduce human bias [72], and ofer novel while valuable 
perspectives to the group [42, 47]. Some business organizations 
have attempted to add AI to their internal meetings for decision-
making [18, 72]. For example, Tieto, a Finnish IT company, has 
announced to “appoint” AI to their leadership team [7]. There-
fore, there is a growing tendency to involve AI in group decision-
making [72, 87]. We need more knowledge of the human-AI inter-
action in group scenarios to design AI efectively and responsibly. 

There are multiple positions that AI may be able to take on in 
group decision-making. Some previous studies have shown the 
benefts of having intelligent agents serve as group coordinators 
who facilitate group communication but do not directly provide 
support concerning the actual decisions [41, 83]. Other works sug-
gest that AI can behave as a decision consultant or assistant, which 
ofers suggestions to human group members only for reference [94]. 
In high-stakes scenarios such as clinical diagnosis, this turns out 
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to be the frst choice for security and accountability reasons [94]. 
Nevertheless, in not life-or-death decision scenarios, the subordi-
nate position of AI in the group may undermine its potential to 
contribute to the fnal decision [16]. While existing research has 
investigated the equal human-AI relationship in human-robot inter-
action [63] and cooperative games [93], it is unknown in the context 
of group decision-making how people will collaborate with and 
perceive an AI group member that shares the same decision-making 
power with them. 

In this paper, by adopting the frictional research through design 
(RtD) approach [73], we would like to probe a future of endowing 
equal power to AI in human-AI group decision-makings. Our 
goal is not to create an optimal solution for AI service in the future 
but to discover frictions by prototyping and user experimentation 
to deepen our understanding of the human-AI relationship. We 
seek to answer the following research questions (RQs): 

RQ1: How do people work with the AI member in group decision-
making? 

RQ2: How do people perceive the participation and contribution 
of an AI member that is designed to have equal power with 
them? 

We chose student essays ranking as the task scenario, since there 
is an increasing trend of assessing students’ work with AI grading 
systems [32]. It is also a practical task that involves group decisions 
in scenarios such as student essay competitions. In our experimental 
setting, two teachers and an AI form a committee to score three 
essays and decide the ranking for awards. The group decision-
making process is structured based on the nominal group technique 
(NGT), which we introduce in detail in Sec. 3.2. Generally, NGT 
encourages the equal contribution of all group members and is 
suitable for small groups [24]. To simulate the AI group member, 
we adopted a constrained wizard-of-oz approach [75] and designed 
the AI in an iterative and human-centered process. In particular, 
the predictions and corresponding explanations of the AI member 
are from a neural-network-based ML model, and its interaction 
with other group members is controlled by a human wizard. The 
AI member participates in the decision-making process on an equal 
footing with human members from two aspects: 1) the AI member 
shares ideas and discusses the proposed ranking with other human 
members by asking as well as answering questions equally, and 
2) the AI member can vote for the fnal group decision just like 
human members. 

To answer the research questions, we conducted an exploratory 
study with 20 English teachers (ten experimental groups) from 
middle schools and universities in China. Our results reveal how 
human teachers seek opinions from the AI group member and how 
AI’s statement stirred the conversation in the group. Our partici-
pants believed AI could improve the objectivity and fairness of the 
fnal group decision (competent). Nevertheless, they also suggested 
that AI cannot really contribute to the discussion due to reasons 
such as the inability to incorporate human opinions and follow the 
progress of the discussion (rigid). Moreover, our participants have 
diferent opinions on how AI should participate in group decision-
making with humans. In summary, our contributions of this paper 
are three-fold: 

• We develop a speculative design of AI that can participate 
in group decision-making equally with humans via a con-
strained wizard-of-oz protocol; 

• We conduct an exploratory study and derive qualitative un-
derstandings of how the AI group member collaborates with 
a group of human experts to make decisions; 

• We refect on our design of the AI group member and provide 
insights on the future directions of studying AI-in-the-group. 

2 RELATED WORK 
Our work investigates how humans perceive and interact with an 
equal AI member in group decision-making. We relate our work 
to the research on human-AI collaborative decision-making, the 
diferent roles of AI in human-AI teams, and strategies to support 
group decision-making. 

2.1 Human-AI Collaborative Decision-Making 
A fundamental motivation to have human-AI collaborative decision-
making is AI’s and humans’ imperfections. Human experts are 
more trusted by stakeholders [66], but they may need to spend 
considerable time and efort making decisions. Sometimes their 
decisions might also be irrational for reasons like cognitive bias [80]. 
On the other hand, although AI can achieve high performance on a 
wide variety of tasks these days, people still have concerns about: 1) 
potential errors from AI that might cause serious results [2, 38, 77]; 
2) fairness and transparency issues [13, 36]; and 3) unawareness of 
the social and business context [17, 91, 97]. 

One common form of human-AI collaboration on decision-making 
is that AI works as an assistant to ofer suggestions while humans 
make the fnal calls [5, 11, 46]. Previous works reveal that the sug-
gestions from AI, when highly accurate, can signifcantly improve 
humans’ performance over a number of tasks [10, 47, 59, 84]. More-
over, human monitoring helps reduce unfairness caused by AI deci-
sions [13]. Nevertheless, new issues, such as humans’ inappropriate 
trust in AI [48, 95] and the lack of complementary performance [5], 
have been found by researchers as obstacles to successful human-AI 
decision-making. Previous research suggests that only focusing on 
improving model performance does not always lead to human-AI 
team success [4]; instead, human factors, such as trust, engagement 
and domain expertise, matters [5, 47, 60, 69, 92]. HCI researchers 
have proposed various designs of AI systems to better collaborate 
with humans. For example, Cai et al. [12] investigate how experts 
can refne AI’s suggestions and design a series of refnement tools. 
Levy et al. [51] found that, for clinical text annotation, having ex-
perts collaborate with AI in two-step can raise experts’ self-agency. 

We join previous research in exploring how to facilitate better 
collaboration between AI and experts (i.e., English teachers) on 
decision-making tasks (i.e., student essay ranking), but focus on 
group decision-making. Early research by Foster and Coovert [20] 
found that recommendations from a simulated agent, whether true 
or not, can signifcantly infuence the decision made by a group of 
students. More recently, targeting a critical decision-making task, 
Yang et al. [94] propose an “unremarkable” design that positions 
the model predictions in the corners of slides used in meetings of 
experts. They reported that the “unremarkable” role of AI could 
improve decision-making and was well-accepted by clinicians in 
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critical scenarios. Previous research mainly investigates decision 
supports from “assisted AI” [72], whereas we explore another design 
of AI that treats AI as an equal group member to humans. We hope 
such a design could inform the benefts and barriers of AI having 
greater power in decision-making groups. 

2.2 Diferent Roles of AI in Human-AI Teams 
In the past decade, some organizations have tried to allow AI to 
act in the role of equal group member to humans in the domain of 
corporate governance. In 2014, Deep Knowledge, a venture capital 
frm in Hong Kong, announced to have AI join its board to make 
investment decisions [6]. However, later reports revealed that, as 
Hong Kong does not allow “non-human entities” on boards, the 
AI was only an “observer” to avoid incorrect investments [18, 72]. 
Later in 2016, an IT company named Tieto reported its deployment 
of AI to “participate in team meetings” and “vote on the business 
direction” [7, 18]. While such business news may be more for mar-
keting purposes, relevant discussion occurs regarding the possible 
roles of AI in corporations. Petrin [72] postulates three progressive 
roles of AI on corporate boards: “assisted AI”, “advisory AI” and 
“autonomous AI”. While assisted AI only ofers suggestions, advi-
sory AI shares the decision rights with humans, and autonomous 
AI fully takes the decision rights. Petrin anticipates the rights of 
AI would gradually increase and beneft the decision-making to be 
more objective and more aligned with corporate missions [72]. Con-
cerning the possible future of AI corporate governance, there are 
also some suspicions. Eroğlu and Kaya [18] suggest the importance 
of the diversity of human decision-makers on corporate boards 
considering the potential bias of AI predictions. Hilb [27] concerns 
that AI sharing decision rights challenges the current regulation 
on accountability and liability [27]. Moreover, some researchers ex-
plicitly stress that strategic organizational decisions must be made 
by humans [87]. 

Despite the controversy in corporate governance, AI has the po-
tential to be a member of a decision-making team. There have been 
some empirical studies about equal partnerships between humans 
and AI, but mainly in game-like simulated environments [82, 93]. 
When it comes to decision-making tasks in real-world scenarios, 
most research works position AI as an assistant that provides sug-
gestions to decision-makers (as discussed in Sec. 2.1). A few other 
studies investigate how agents, as a facilitator, may aid communica-
tion between human members in a decision team. For example, Kim 
et al. [40] designed a chatbot to facilitate online group discussion to 
encourage participation and organize opinions. Shamekhi et al. [83] 
conducted a wizard-of-oz study in which an embodied agent served 
as a facilitator in synchronized group decision-making scenarios. 
Nevertheless, few HCI studies investigated the efects of having an 
AI group member with equal decision rights to humans. 

To fll this gap, our study tests the idea of having an equal AI 
member in a structured group decision-making process (i.e., NGT). 
Note that the goal of this paper is not to seek equal rights for AI, 
which would be arguably problematic ethically and legally [87]. 
Instead, we treat our design as frictional [73] and hope that such an 
empirical study can enrich the discussion of AI in playing certain 
roles in human-AI teams. 

2.3 Support Group Decision Making 
When the decisions to be made are complex and uncertain, people 
tend to need group (instead of individual) decision-making, even 
though it takes longer, as the pooled knowledge of the experts in the 
group makes the fnal decision better [34]. However, diferent from 
individual decision-making, group decisions are often infuenced by 
some social behavioral factors such as conformity, namely people 
tend to change their decisions to follow the majority [8]; and social 
loafng, namely individuals work less hard when they are in groups 
instead of working alone [55]. 

Some group techniques are often applied to stimulate better deci-
sions. For example, the Delphi technique fosters group decisions by 
collecting anonymous feedback from experts [56]; NGT (used in our 
study) defnes a four-stage decision-making procedure to engage 
every group member [25]. On the other hand, people develop group 
decision support systems (GDSS) to leverage computers to facili-
tate the decision-making process. As early as 1987, DeSanctics and 
Gallupe [15] envisioned three types of support from GDSS: support 
generating ideas, support choosing from alternatives, and support 
communication in the group. In later ages, many creative GDSS de-
signs have been proposed. For example, Hong et al. [31] present a 
visualization design of group awareness, which improves the group 
efciency in reaching a consensus. Khadpe et al. [37] propose a de-
sign that can engage group members in others’ perspective, which 
facilitate efective communication within the group. 

While the aforementioned works are focused on providing tools 
for human group members, we develop an AI group member to 
participate in the group decision-making and investigate how hu-
man members perceive and interact with it. To this end, we design 
the AI group member with the ability to share ideas, discuss with 
other members, and vote. We set up the scenario as synchronous, 
videoconferencing-based group decision-making, in which group 
members communicate via voice. As current speech technology 
cannot perfectly follow real-time human discussions [52], we adopt 
a wizard-of-oz design, similar to previous research studying human-
AI collaboration [30, 82], but constrained by the real ability of a 
deep learning model. 

3 DESIGNING AESER: AI MEMBER IN GROUP 
DECISION MAKING 

To probe the future of having an AI member in group decisions, 
we applied NGT [24] to design a human-AI collaborative group 
decision-making process under the task of ranking three student 
essays. To this end, we designed and developed an intelligent agent 
named AESER (Automated Essay ScorER) that can score individual 
student essays and work with human teachers following NGT to 
determine the fnal ranking as a team. 

To develop AESER, we frst designed a neural-network-based ML 
model, which determines the scores AESER would assign to essays 
and the explanations AESER would provide. Second, to enable 
AESER to interact with human group members, we developed a 
constrained Wizard-of-Oz protocol [75, 83]. The wizard can only 
control AESER asking or answering questions based on a limited 
number of pre-defned rules. By constraining the available actions 
of the wizard, we make the behavior of AESER close to what today’s 
AI technology can really support and make our study more realistic. 
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In the following sections, we frst introduce the task and the 
group decision-making process. Then, we detail the design of AESER, 
including the iterative design process, its backend ML model, and 
the wizard-of-oz protocol. 

3.1 The Task: Student Essay Ranking 
We choose the task of ranking three student essays as a representa-
tive case for group decision-making. Our task choice is motivated 
by several considerations. First, the essay ranking task involves 
activities such as comparing candidates and making sense of the 
pros and cons of each candidate, which is similar to tasks used in 
previous HCI studies on group decision-making [19, 37, 83]. Second, 
such a task is closely related to real-world scenarios, for example, 
student essay competitions. Moreover, one critical subtask under 
essay ranking is essay scoring, which has been fully studied in 
ML community [43, 86]. Similar ML-based scoring tools have been 
deployed in the real world [32]. Thus, it is more conceivable and 
realistic to make AI a member of the decision group for such a task. 

We use the Automated Student Assessment Prize (ASAP) dataset 1 

for our task. The ASAP dataset comprises eight essay sets corre-
sponding to diferent essay prompts. The frst six essay sets in ASAP 
are labeled only for the overall essay scores, whereas essay sets 7 
and 8 have additional trait score labels (e.g., language style score). 
We believe if AI could provide trait scores, more group discussions 
could be sparked. We thus choose essay set 7 which have four traits 
– Content, Organization, Style and Convention – as our task dataset, 
of which essays are written by US high school students from grade 
7. We did not choose essay set 8 with six traits because it might 
cause too much workload for participants in our experiment. The 
prompt of essay set 7 asks students to write a story about patience. 

3.2 Group Decision-Making Procedure 
Although our goal is to make AI an equal group member to humans, 
it is still challenging to build an intelligent agent that can join 
free-form group discussions. Considering the technical difculty, 
we leverage NGT – a widely adopted technique in areas such as 
health, education, and social service – to make the group decision-
making process structured and controllable [34]. NGT requires 
group members to frst generate their own ideas silently and then 
share and discuss their ideas with other members [25, 74]. The 
fnal decision is often based on a voting round at the end of the 
discussion. NGT is particularly suitable for small group processes 
and encourages even contribution [25, 74]. To be more specifc, the 
group decision process in our experiment contains the following 
four steps (illustrated in Fig. 5): 
Step1 Silent essay review. Every group member has 15 minutes 

to read through the given essays independently. They need 
to review the essays, provide trait scores, and propose an 
essay ranking with clear arguments. 

Step2 Essays ranking sharing. In random order, each group mem-
ber will share their essay rankings and arguments with other 
members within three minutes. 

Step3 Group discussion. This step is for group members to clarify 
their rankings through back-and-forth question-answering. 
All group members together have 15 minutes to ask questions 

1https://www.kaggle.com/competitions/asap-aes/data 

to each other regarding any confusion about or diferences 
between their proposed scores. 

Step4 Final voting. Group members complete a questionnaire 
to suggest their fnal rankings separately. The fnal group 
decision depends on the majority opinion. For example, for 
frst place in the ranking, if two group member vote for 
essay A and one group member votes for B, essay A would 
be placed frst 2. 

3.3 The Iterative Design Process 
We ran two rounds of pilot studies to improve the design of AESER 
iteratively. For each round of studies, we recruited two groups of 
college students (two human members per team, a total of four 
females and four males) to collaborate with AESER to go through 
the group decision-making process. Participants in each study were 
invited to a 15-minute follow-up interview about their experience 
interacting with AESER. Two authors analyzed all transcripts of 
the interviews using inductive thematic analysis [22]. Conficts 
were resolved through constant communication. Key design choices 
resulting from the pilot studies are as follows: 

• AESER needs a set of pre-compiled answers regarding 
questions on its global behavior. Initially, AESER only 
answer questions regarding its predictions. However, partic-
ipants also wanted to know some global information such as 
AESER’s capability and the model behind it. In response, we 
prepare a set of answers for AESER in its fnal implementa-
tion based on the question bank of user-centered explainable 
AI (XAI) [53]. 

• AESER will share its idea in an uncertain tone when 
the backend ML model makes predictions with low 
confdence. The participants in our pilot studies found that 
when AESER explains its decisions, “it is very aggressive, 
directly providing a conclusion”, which sounds like a “reference 
answer”. They consider such behavior makes AESER less 
like an equal group member. Participants suggested AESER 
should express its uncertainty whenever it is unsure. 

• The questions that AESER asks are generated automat-
ically, and the wizard only controls when AESER asks 
them. In our pilot studies, the wizard needs to manually 
come up with the questions for AESER to pose, which turns 
out to be a heavy workload and may make AESER’s behavior 
less consistent. In our fnal implementation, the questions 
AESER raises are all automatically computed based on the 
diference between the scores it gives and the scores from 
the other members (see Sec. 3.5). 

3.4 Machine Learning Model 
Our ML model was trained for a subtask of student essay ranking 
– automatic essay grading (AEG), which has been well studied in 
ML communities [43, 86]. AESER simply determines the ranking 

2There could be cases where there is no majority vote. For example, the three group 
members vote for diferent essays for the same ranking position. Although we did not 
encounter such situations in our studies, in original design, we would ask the group 
to go back to Step 3 for further discussion and then vote again. If the second round of 
voting still cannot reach a consensus, the group decision-making process would end 
with no result. 

https://www.kaggle.com/competitions/asap-aes/data
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Sentence 1 Sentence n…… Input Essay

Embedding Embedding
Sentence

Embeddings

BiLSTM BiLSTM BiLSTM BiLSTM BiLSTM

Linear Linear Linear Linear Linear

Ideas Organ. Style Conv. Overall Score

Sentence 0

Embedding

DistilBert

A

... I wanted to quit dance but it was a talent I had 

that I wanted to keep doing. So I waited until

dance started and my teacher told me that there

was a mistake, I actually got a scholarship for 1500.

My mom was very happy and so was I…

SHAP Value: 0.3

SHAP Value: 0.0

SHAP Value: -0.2
B

Essay A

Essay B

Model 1

Model 2

Model N

Var.

……

…… A

Scores

B

Not sure about A > B

C

Figure 1: (A) Architecture of the ML model, which computes fve scores (four trait scores and one overall score) from an input 
student essay; (B) AESER explains its predictions at sentence-level; (C) AESER expresses uncertainty when the confdence 
interval of the scores of two essays overlap. 

of several candidate essays by sorting them based on the scores 
produced by the model. 

3.4.1 Model Architecture and its Performance. We designed and 
trained an ML model with similar architecture to the AEG model in 
Kumar et al. [43]. As shown in Figure 1A, by adopting a multi-task 
learning approach, the model can compute both the overall score 
and four trait scores for each essay. 

Specifcally, each input essay is converted into an ordered se-
quence of sentences to feed into the model. We use a pre-trained 
DistilBert layer [81] to transform the original sentences into embed-
dings. Next, similar to Kumar et al. [43], for each type of score, the 
sentence embeddings go through a BiLSTM layer [21] to aggregate 
the information of all sentences and form an essay representation. 
The essay representation is sent to linear layers to output the trait 
scores. For the overall score, the essay representation is concate-
nated with the trait scores and then sent to a linear layer for score 
computation. The model is optimized based on the mean squared 
error loss and trained end-to-end. 

We applied a 60%, 20%, 20% split of training, validation, and 
test sets for the data in essay set 7 and evaluated the model on 
the test set using quadratic weighted Kappa (QWK), similar to 
previous research [43, 86]. QWK measures the agreement between 
the models’ output scores and the human-assigned scores provided 
in the dataset. The results show that the model achieves 0.815 QWK 
score, slightly better than Kumar et al.’s model [43] and achieves 
state-of-the-art performance [86]. The model also performs well in 
predicting trait scores, with QWK scores of 0.780, 0.713, 0.766, 0.748 
for trait Content, Organization, Style and Conventions, respectively. 

3.4.2 Explaining the ML Model. Explanation is essential for the 
AI group member to join group discussions. We conducted a sur-
vey study with English teachers asking how they usually explain 
their scoring to other teachers. We presented them with a range 
of explanation methods derived from existing XAI literature as 
options [23, 54]. Informants were invited to select the one(s) they 

found helpful. We received 42 responses from informants (31 self-
identifed as females and 11 as males) with essay-scoring experience 
and at least one year of English teaching experience. Their mean 
age is 27.0 years (SD = 6.3 years). 

As the survey results summarized in Table 1 suggested, explain-
ing the essay scores by showing the corresponding “key sentences” 
received the most votes from our respondents. We thus decided 
to use the sentence-level feature-based XAI method. In particular, 
we adopted Shapley additive explanations (SHAP) [58]. With an 
ML predictor, SHAP computes a value (called SHAP value) for each 
sentence of any input essay (Fig. 1B). The SHAP value, which can be 
positive or negative, represents the contribution of the sentence to 
the prediction. Using SHAP, we can identify the key sentences that 
play a part in the ML model’s prediction of the overall essay score 
and the four trait scores, respectively. AESER’s answers to other 
group members’ questions can be composed using these sentences. 
For example, if a human member asks, “why do you give a higher 
score to essay A on its organization than essay B”, AESER would use 
the sentences in essay A whose SHAP values are the most positive 
in predicting the “organization” score to explain the high score of 
essay A; sentences in essay B whose SHAP values are the most 
negative would also be presented for justifying the weakness of 
essay B. We provide more details on how AESER answers questions 
in Sec.3.5.2. 

3.4.3 Evaluating the Uncertainty of Model Predictions. We applied 
deep ensemble, one of the most efective uncertainty estimation 
methods for neural networks [49, 70]. Specifcally, we trained fve 
models with the same architecture introduced in Sec. 3.4.1 but with 
diferent parameter initialization. For each input essay, a conf-
dence interval is derived by computing the standard variance of 
the model’s predictions. When AESER compares two essays on 
any score, if the confdence intervals of these two essays overlap, 
AESER would indicate that it is unsure in comparing these two 
essays on that particular type of score (Fig. 1C). 



CHI ’23, April 23–28, 2023, Hamburg, Germany Zheng, et al. 

Survey options Related XAI method Voting rate 

Keywords Word-level feature-based methods 44.2% 
Key sentence Sentence-level feature-based methods 69.2% 
Sample essays with similar scores Example-based explanations 36.5% 
Modifcation suggestions Counterfactual inspection 25.0% 

Table 1: The feedback from English teachers on the preference of explaining their student essay scorings 

3.5 The Wizard-of-Oz Protocol 
We simulated how AESER, if fully automated, would interact with 
humans in a realistic setting by developing a constrained wizard-of-
oz protocol [75]. Similar to prior works [44, 76, 83], conversation-
related functions, such as speech recognition, natural language 
understanding, and response generation, are enabled by a human 
wizard by following well-calibrated protocol (e.g., Tab. 2). The wiz-
ard instructs AESER to produce an utterance either from a pre-
defned template text (e.g., “I don’t know”) or by assembling the 
model’s information into a template with open slots (Fig. 2). We use 
an online Text-to-Speech service 3  to generate the voice of AESER 
from the output text scripts. All text and speech are in Chinese. We 
translated them into English in this paper. 

In each group decision-making session, the researcher who 
played the role of the wizard shared his laptop’s screen and au-
dio in the online meeting. All group members can hear the speech 
from AESER and see the corresponding text transcription from 
the shared screen (Fig. 2 right). To them, the wizard is merely an 
observer of the group process. 

In the following subsections, we introduce several essential fea-
tures of AESER enabled by the wizard-of-oz protocol. These fea-
tures, together with voting in step 1 and step 4 of NGT, allow AESER 
to act like a group member to participate equally with human teach-
ers in group decision-making. 

3.5.1 Share the Ranking. In Essay ranking sharing (Step 2 of NGT), 
the wizard instructs AESER to share its ranking of the three essays. 
Fig. 3 presents an example. AESER frst states its proposed ranking, 
which is based on the the overall scores. Then, AESER presents its 
arguments for the ranking of the three essays one by one. It high-
lights the strengths (blue text in Fig. 3) and weaknesses (red text), 
if any, of each essay compared to the other candidates. For indi-
vidual essays, AESER quotes the sentences with either the highest 
positive SHAP value or the lowest negative SHAP value (if exists) 
based on the model’s prediction of overall scores as evidence for its 
argument. If AESER is not sure about the relative positions of two 
essays (i.e., the confdence intervals of the predictions overlap), it 
would explicitly indicate the uncertainty (underlined text in Fig. 3). 

3.5.2 Answer Qestions about Given Scores. During group discus-
sions (step 3 in NGT), AESER is expected to participate and answer 
any questions the human members raise regarding its given scores. 
Table 2 provides examples explaining how AESER handles ques-
tions. The wizard is responsible for recognizing the question type 
and entering necessary parameters (e.g., which essay the human 
teacher mentions) on a wizard-of-oz panel (Fig. 2 left). Based on 

3https://cloud.tencent.com/product/tts 

the question type, AESER would retrieve the corresponding answer 
template and fll in the open slots, if applicable, with the parame-
ters entered by the wizard. Moreover, any uncertainty regarding 
AESER’s predictions would be explicitly delivered in its responses. 
For example, if a teacher asks AESER to collate two essays in terms 
of their styles while AESER’s predictions of the style scores overlap, 
AESER would indicate, “I am not very confdent about the comparison 
of the two essays on style”. Note that if the wizard did not understand 
a question clearly, he would command AESER to request the human 
teacher to restate it, (“Sorry, I didn’t catch your question. Could you 
please repeat it?”). 

3.5.3 Ask Qestions. If only human teachers ask AESER questions 
but not vice versa, we can hardly say that AESER and other teach-
ers participate equally in group decision-making. Hence, every 
question we have prepared AESER to answer should be a plausi-
ble question for AESER to ask. Among these questions, AESER 
should focus particularly on inspecting and resolving the decision 
contradictions it has with other human teachers. 

Inspired by our pilot study results, we implemented an algorithm 
that can detect the ranking discrepancies that arise from the scores 
(overall and for individual aspects) given by AESER and those of 
other human teachers. Diferences found result in a compiled list 
of questions for AESER to pose. Figure 4 presents an example of 
AESER’s asking process. With the set of pre-generated, discrepancy-
related questions, the wizard’s task is to choose which one to ask 
and when. Basically, when the whole group is silent for approx-
imately 5 seconds, the wizard will select a question that has not 
been covered in the previous group discussion for AESER to raise. 
As AESER’s questions involve a switch of topics, we desire AESER’s 
questions to occur when human teachers complete a topic discus-
sion and have no more comments. Thus, we set 5-second silence, 
slightly longer than the common silence that occurs in human-
human communication [14], to be the threshold. In the example of 
Fig. 4, if the two human teachers only have discussed the styles and 
stop the conversation for a short while, the wizard would instruct 
AESER to ask a question (2) that concerns a conficted ranking over 
ideas. This mechanism is reasonable for implementation and makes 
our study more realistic. 

3.5.4 Social Interactions. Inspired by previous research on human-
agent interaction [44, 76, 83], we designed AESER to have active 
social interactions with other human teachers, including but not 
limited to greeting, self-introduction (“I am AESER, an AI that can 
grade English essays...”), backchanneling (“I see”), and expressing 
gratitude (“Thank you”). 

https://cloud.tencent.com/product/tts
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Wizard

Participant 1

Participant 2
AESER

Online Group Decision-Making

VooV

Wizard-of-Oz Panel

ML Model

Template

Figure 2: Illustration of the Wizard-of-Oz study. Two participants and AESER make decisions together by attending an online
meeting. A human wizard controls AESER through a control panel. All wizard’s instructions related to AESER’s given scores
will turn into a speech by 1) weaving a text by extracting necessary information from the ML model and 2) using an online
text-to-speech service. Other instructions would revoke a template response.
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I think the first place is essay C, the second place is essay A, and the

third place is essay B. Essay C does a good job in ideas, organization,

and style; it only weeks in conventions. Some sentences in Essay C,

for example, {sentences}. All very vividly written. That's why I put it in

the first place. Essay A is better than Essay C in terms of conventions,

but it is weak in style. Although I am not very sure about the ranking

of Essay A and Essay C, I would rank Essay A below Essay C in a

combined consideration. The highlights of Essay A are {sentences} ......

1 2

Figure 3: Demonstrate how AESER shares its ranking: (1) The prediction of three essays’ overall scores and trait scores. The
shadow encodes the ranking level. The resulting ranking is 𝐸𝐶 > 𝐸𝐴 > 𝐸𝐵; (2) The corresponding text (partial) shared by AESER
in step 2 of NGT. {𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠} refers to explanations generated by SHAP for the overall score of the specific essay.

Overall

AESER Jonathan

Essay	A Essay	B Essay	B Essay	A

Ideas

Essay	A Essay	B Essay	A Essay	BStyles

rank rank

（1）Jonathan, may I ask why you think Essay
B is better than Essay A?

（2）Jonathan, may I ask why you think Essay
A is better than Essay B in terms of ideas?

Essay	A Essay	BEssay	B Essay	A
Wizard

……
…… ……

Select

Figure 4: An example of how AESER asks questions. For each pair of essays (e.g., Essay A and B) and each type of score, the
contradictions between AESER and another teacher (e.g., Jonathan) are detected. Each contradiction introduces a question for
the human teacher.

3.5.5 Refine Predicted Scores. In theory, if there are conflicts in a
group, the optimal solution is performing collaborative problem-
solving to merge insights and address all parties’ concerns [34].
However, few computational methods currently exist, allowing

AI to incorporate its thoughts with multiple humans’ opinions.
Therefore, we adopt a simple rule-based approach to adjusting
AESER’s ranking to avoid AESER being too “stubborn”, especially
when its predictions are strongly disagreed by others. Specifically,
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Question Type Question Template of Answering 

Overall Comparison 

Trait-level Compari-
son 

Details on Trait-level 
Scoring 

Why do you think {EX} is 
better than {EY}? 

Why do you think {EX} is 
better than {EY} in terms of 
{trait}? 

How did you grade {essay}? 
in terms of {trait}? 

I think <EX> is better than <EY> mainly in <Traits>. For example, 
on <trait>, some sentences of <EX> is well written: <sentences>; 
on the other hand, some sentences of <EY> appear to be poorly 
done in terms of <trait>, such as: <sentences> 

The main requirement of <trait> is <trait descriptions>. I think a 
few sentences of <EX> show that it’s doing a good job of <trait>. 
For example, <sentences>. <EY> has some nice sentences, for ex-
ample, <sentences>. However, there are also some unreasonable 
sentences in <EY>: <sentences> 

The main requirement for <trait> is <trait descriptions>. I think 
<essay> has a few sentences that exemplify how well it does 
this. For example <sentences>. However, there are also some 
unreasonable sentences such as <sentences> 

Table 2: A subset of template answers for questions related to AESER’s given scores that might be raised by human teachers. 
{Texts} in braces are parameters that need to be set by the wizard based on the real questions; <Texts> in angle brackets are 
felds that would be automatically flled based on the question type, provided parameters, and output information from the ML 
model. 

if AESER is unsure about the ranking of two essays and other 
humans hold diferent opinions about its proposal, AESER would 
be instructed to ask something like “Since I’m not very sure about the 
comparison between Essay A and B, do you think it would be better if 
I rank Essay A before B?” at the end of the group discussion. If all 
human teachers give an afrmative answer, AESER will change the 
ranking in its fnal voting (step 4 in NGT). 

4 EXPERIMENT DESIGN 
We conducted an exploratory user study to investigate how English 
teachers interact with AESER in a group decision-making task and 
how they perceive its participation. The study received institutional 
IRB approval and was conducted online through videoconferencing. 

4.1 Participants 
By contacting informants who flled out our previous survey (Sec-
tion 3.4.2), four were available to participate in our user study (P2, 
P3, P11, and P15 in Tab. 3). We recruited more participants through 
our social network and by snowball sampling. In total, we had 20 
participants (16 females and 4 males). All but two participants are 
English teachers from middle schools in China. The other two (P17 
and P18) are English instructors from a university in China. The 
background information of all participants is presented in Tab. 3. 

We acknowledge that the student essays used in our study, as well 
as those fed to AESER for training, were written by students from 
the United States, while our participants were English teachers from 
China. Nevertheless, our participants suggested that the scoring 
criteria specifed in the dataset are very similar to what they used to 
grade students’ essays in practice. Moreover, our research focuses 
on how human teachers collaborate with AESER and other human 
teachers instead of their scoring performance. We also recognize the 
unbalanced gender ratio of our participants, though we had tried 
to recruit male English teachers through word of mouth. While 
we did not fnd ofcial statistics regarding the gender distribution 

of English teachers in China, many reports and online discussions 
point to the low number of male English teachers in China 45 . That 
is to say, the skewed gender percentage in our study refects the 
actual situation to a good extent, but it may limit the generalizability 
of our fndings. Besides, one may fnd that the levels of teaching 
experience were mostly similar for participants within each of our 
ten experimental groups. The pairing of participants was only based 
on the available time slots participants signed up, and we did not 
deliberately pair them based on other conditions. We acknowledge 
that such a pairing result would be a limitation of our study. Future 
studies should test more diverse grouping compositions. 

4.2 Experimental Setup 
The three essays used in our study were randomly selected from 
the testing set of the ASAP dataset and satisfed the following 
constraints. First, the three essays are closed in their labeled scores, 
so it would not be too easy for participants to determine the ranking. 
Second, the predicted scores from AESER difer across the three 
essays, so a ranking can be derived from the predictions. For each 
study, the three chosen essays were packed into a PDF fle in a 
random order, together with the detailed scoring criteria. The PDF 
fle was then distributed to the participants before the start of the 
main group decision task. 

For all study sessions, one researcher served the wizard’s role 
to ensure the behavior consistency of AESER. The wizard turned 
of his camera and muted himself during the formal experiment, 
so the participants would not see the actions of the wizard from 
their points of view. Another researcher worked as the coordinator 
for the group decision-making process. The coordinator reminded 
participants of the time limits in each step, guided the group to 

4https://www.zhihu.com/question/52691128
5https://new.qq.com/omn/20210309/20210309A04T3S00.html 

https://www.zhihu.com/question/52691128
https://new.qq.com/omn/20210309/20210309A04T3S00.html
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Group Participant Gender Age Teaching Experience Scoring Experience Discussion Experience 

G1 P1 F [26, 30] 1 year More than 10 times More than 3 times 
P2 F [20, 25] 1 year Less than 3 times None 

G2 P3 M [26, 30] 2 years 3–10 times 1–3 times 
P4 F [20, 25] 3 years More than 10 times More than 3 times 

G3 P5 F [20, 25] 1 year More than 10 times More than 3 times 
P6 F [20, 25] 1 year More than 10 times 1–3 times 

G4 P7 M [20, 25] 1 year 1–3 times 1–3 times 
P8 F [26, 30] 1 year 3–10 times None 

G5 P9 F [51, 60] Over 20 years More than 10 times More than 3 times 
P10 F [31, 40] 18 years More than 10 times More than 3 times 

G6 P11 F [26, 30] 3 years More than 10 times More than 3 times 
P12 F [26, 30] 4 years 3–10 times 1–3 times 

G7 P13 M [26, 30] 4 years More than 10 times More than 3 times 
P14 F [26, 30] 4 years More than 10 times More than 3 times 

G8 P15 F [26, 30] 1 year 3–10 times 1–3 times 
P16 F [20, 25] 1 year 1–3 times 1–3 times 

G9 P17 F [51, 60] Over 20 years More than 10 times More than 3 times 
P18 M [41, 50] Over 20 years More than 10 times More than 3 times 

G10 P19 F [20, 35] 1 year 3–10 times 1–3 times 
P20 F [31, 40] 5 years More than 10 times More than 3 times 

Table 3: Demographics of participants (Female = F, Male = M). The ages of participants were collected in forms of ranges. The 
listed experiences refer to their experience of being an English teacher, scoring student English essays, and discussing with 
other English teachers. 

proceed to the next step once the prior one had fnished, and an-
nounced the voting results. He did not involve in the discussion or 
interfered with participants’ decision-making. 

4.3 Procedure 
All the studies were conducted over VooV meetings 6 , an online 
videoconferencing tool that is similar to Zoom but is more com-
monly used by our participants (English teachers in China). We 
obtained every participant’s consent prior to the experiment. Each 
study session lasted about 90 minutes and included the following 
four stages (as in Fig. 5): 1) One researcher introduced the task 
and the detailed NGT process for group decision-making. 2) Then, 
the two participating teachers and AESER had a maximum of 10 
minutes to greet and get familiar with each other. 3) Next, the 
three-member group went through decision-making procedure in-
troduced in Sec. 3.2. Tasks that need to be completed, as well 
as the order of the tasks, are exactly the same for human teach-
ers and AESER at this stage. 4) Finally, two teachers flled out a 
post-study survey. Upon completion, we conducted a 40-minutes 
semi-structured interview with them. At the end of each study, we 
also revealed how AESER work, i.e., the scores and explanations 
are based on an ML model, but a human wizard triggers the inter-
actions. We present each participant a $30 gift card as a token of 
appreciation for their time and efort. 

6https://voovmeeting.com/ 

4.4 Measures 
We audio-recorded all sessions with participants’ oral consent. Four 
types of data were collected from the study: 

• Participants’ scoring of the three essays in step 1 and step 4 
of NGT indicated in their questionnaire responses. Partici-
pants need to fll in the trait scores of each essay, give their 
rankings, and provide their confdence in and rationale for 
their rankings. 

• Participants’ sharing of thoughts (step 2 of NGT) and their 
discussion with others and with AESER (step 3 of NGT) 
during the group decision-making process. 

• Post-study survey results. 
• Semi-structured interview responses. 

The post-study survey contains a series of quantitative measures 
framed as seven-point Likert scale questions, each asking for partic-
ipants’ agreement on one statement. To understand participants’ 
perception of AESER’s role in the group, we included statements 
such as “AESER works like our assistant” and “AESER has an equal 
position with human members”. As a group member, AESER might 
exert force on other members’ decision-making. Thus, we asked par-
ticipants to rate how much they perceived AESER to be “confdent” 
and “powerful” [83]. In addition, we asked about their attitudes on 
the future adoption [89, 97] of AI in group decision-making. 

To understand participants’ perception of their social connec-
tion with AESER, we collected their ratings on the perceived rap-
port [96] (e.g., “I get along well with AESER”), cohesion [79] (e.g., 
“”The decision-making would be better without AESER), and trust [83] 
in AESER (e.g., “I found AESER trustworthy”). Besides, we wonder 

https://voovmeeting.com/
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Step 1 - 15 mins
Silent essay review

Step 2 - 10 mins
Essays ranking sharing

Step 3 - 15 mins
Group Discussion

Step 4 - 3 mins
Final Voting

Group Decision-Making

Introduction Warm-up Follow-up surveys &
Semi-structured Interviews

Figure 5: The detailed procedure of our exploratory experiment

whether our participants have different perceptions of their human
peers and AESER. Thus, we asked the same set of questions above
but substituted “AESER” with “the other human teacher”.

In the semi-structured interviews, we want to know partici-
pants’ experiences and reflections on the group process. We asked
open-ended questions such as “Did AESER’s sharing influence your
decision?”, “What impact did AESER’s questions have on the group
discussion?” and “How did the fact that AESER shared voting rights
influence your judgment?”. To better put the participants’ responses
in the context of their previous experiences with group decisions,
we asked questions such as “What were your past experiences with
group decision making?”, “How differently did you behave from your
prior participation in all-human group decisions?”, and “Would you
like to have AI involved in your group decisions in the future?”.

4.5 Data Analysis
All audio recordings were transcribed into text automatically by the
built-in tool of the VooV meeting software. We manually checked
the transcripts to ensure fidelity. As all the studies were Chinese,
we conducted the qualitative coding process and identified themes
in Chinese too. We translate the themes and quotes into English in
this paper. Such a process is similar to previous qualitative studies
conducted in Chinese (e.g., [91]). We applied inductive thematic
analysis [9, 22] to analyze the transcripts qualitatively. Two re-
searchers, who are fluent both in Chinese as well as English, and
worked in the user study as the coordinator and the wizard behind
AESER, were responsible for coding the data. They first reviewed
all recordings several times to get familiar with and engage in the
data. Then, they independently coded the data of all study sessions
in the same order using ATLAS.ti 7 and frequently met during the
analysis to discuss discrepancies. After key themes emerged from
the data, our research team had several rounds of discussions to
refine the results. The entire analysis process lasted several weeks.
Our findings were triangulated with the quantitative results of the
post-study surveys.

5 RESULTS
We present our findings based on the two research questions (RQs)
and organize our report based on the main results of the thematic
analysis. Our key findings are summarized in Fig. 6.

7https://atlasti.com/

5.1 How human teachers work with AESER in
group decision making (RQ1)

5.1.1 How human teachers ask AESER questions. It appears that
our participants were mainly motivated to ask AESER questions by
conflicts, either conflicts between themselves and AESER or con-
flicts with other participants. For the former one, as we expected,
participants asked questions about AESER’s given scores that have
conflicts with theirs. On the other hand, when two human teach-
ers had difficulty reaching a consensus on a topic, they would
seek AESER’s opinion. Some of the teacher’s questions were like
asking a human adjudicator, “AESER, what do you think of both
of our views?” (P10). AESER failed to provide satisfying answers
for such questions because no answer templates were available.
Some other teachers framed the conflicts as questions about the
scoring of the essays. For example, in G06, P11 thought Essay B
was off-topic, while P12 disagreed. When they could not convince
each other, P12 asked AESER, “AESER, do you think essay B covers
a good topic?” (P12). Previous research also found that in group
discussions people would ask agents questions [83]; however, the
questions are not related to decision-making. AESER’s pro-activity
may cause our observations of participants seeking opinions from
AESER.

AESER’s answers were not always satisfied by the participants,
which led to follow-up questions. Some participants were confused
by AESER’s explanation and followed up on points mentioned by
AESER for more details, “Why do you think the first sentence of Essay
C is not good?” (P13). The follow-up questions also stemmed from
participants’ skepticism of the AESER scoring mechanism.

“I noticed that you repeatedly quote some sentences from
the original essay. Do you value individual sentences
more than the essay as a whole? How about the overall
flow of the essay?” (P02)

As some questions asked by the participants could only be an-
swered with “I don’t know” by AESER, some participants rephrased
their questions, hoping to get more valuable responses from AESER.
After AESER stated it had no idea why a sentence is bad, P13 first
complemented his own thoughts to re-inquire AESER, “In my opin-
ion, this sentence is engaging, immediately bringing the reader into
an atmosphere... What are your reasons for not supporting it?” Seeing
AESER still failed to answer concretely, he altered the question to
compare the scoring between two essays, and finally got a relatively
detailed response.

https://atlasti.com/
https://ATLAS.ti
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RQ1: How do human teachers work with AESER? RQ2: How do human teachers perceive AESER’s participation 
and contribution?

• Support or against AESER
• Reinterprete AESER’s statements
• Answer AESER’s questions with great details

AESER stirs the conversation

• Conflicts with AESER
• Conflicts with another human teacher

Motivation

• Ask for more details
• Curious on AESER’s mechanism
• Rephrasing questions

Follow-up questions

Ask AESER questions

• Human teachers are confident about their 
gradings

• The arguments of another human are more 
likely to make human change decisions

• Potential conformity effects

Will AESER affect humans’ decisions?

• Discussion with AESER is more fact-oriented
• AESER is more stable
• AESER brings novel perspectives to the group
• AESER’s questions facilitate human teachers to  reflect

AESER improves the objectivity and fairness

• AESER cannot incorporate others’ opinions
• AESER’s answers to questions are not specific enough
• AESER did not follow the discussion progress
• AESER is not good enough in articulating its thoughts

Low participation of AESER in the group discussion

• Suspect AESER’s ability to evaluate essays’ contents and styles
• Suspect AESER’s ability to evaluate essays holistically

Suspect AESER’s ability to “feel” the essays

• Support AESER owing the equal voting right
• Accept AESER to vote with conditions
• Against AESER’s voting that would confuse their votes

Divergent opinions on AESER’s equal voting right

Figure 6: The main results of our thematic analysis

5.1.2 How AESER impacts the group conversations. In several in-
stances, AESER’s articulation of its views stirs the group conversa-
tion. Very straightforward, participants would discuss whether they
were for (e.g., “I was actually hesitant when ranking [Essay] A and C.
I see that AESER also said it was not very sure” (P01)) or against (e.g.,
“I don’t quite understand what’s wrong with the sentence it mentioned”
(P16)) the AESER’s statement. In addition, we observed that six
participants actively shared their interpretation of AESER’s
explanation. For example, in G08, while P15 was confused by
why AESER disliked one sentence, P16 noted that, “I feel AESER’s
opinion of the first sentence of Essay C is that this student provided
a definition of ‘patience’ [in this sentence], but it disagrees this is a
good definition.”

5.1.3 How AESER affected human teachers’ decisions. Surprisingly,
all groups except G10 arrived at a final decision that is the same as
AESER’s initial ranking (shared in step 2 of NGT). In G10, AESER
was suggested by the two participants to alter its ranking and it fol-
lowed; the group arrived at a unanimous vote in the end. Besides,
seven out of eleven participants whose initial rankings differed from
AESER’s changed their rankings to the one proposed by AESER,
as shown in Fig. 7. One may suspect that our participants were
over-trusting AESER, as found in previous studies of AI-assisted
decision making [5, 51]. However, it is not easy to draw such a con-
clusion in group decision-making, taking into account the effects
of interactions between human group members. It is noteworthy
that in seven experimental groups, one participant in each group
agreed with AESER while the other was not, according to the initial
independent voting results (Fig. 7). Those dissenting participants

often noted that “it was the other participant [in their group]” (P03)
rather than AESER who made a strong point that motivated them
to change their minds:

“AESER did not seem to provide some points that per-
suade me directly throughout the discussion...The main
reason I was persuaded was that [the other participant]
was explicitly talking about the topic [of an essay] was
particularly relevant, and then its sentences were also
more standard. But AESER seems to have missed these
points.” (P03)

Participants stressed that they would only consider changing
their scores following AESER’s statements if AESER’s points made
sense, as commented by P13, “If someone else or an AI gives me
an opinion, I don’t just assume it’s right. I consider the validity of
the opinion.” Actually, nine participants described themselves as
“confident” in interviews and claimed they would not be easily
swayed by AESER. P18, who has served previously as a judge for
many English essay competitions, noted that “Teachers can actually
see [the quality of the essay] at a glance, especially university teachers.
The accuracy [of us] is still good.”

However, when noticing AESER and the other participant
had consistent results (seven groups in this case), the dis-
senting participants tended to reflect on their own decision.
In five of these seven groups, the dissenting participants changed
their rankings to be the same as the majority (the other partici-
pant and AESER); in the other two groups, the final decisions of
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Group Discussion Timeline

AESER answering questionsAESER asking questionsDiscussions and Q&A with AESER of participants
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Figure 7: Visualize the participants’ agreements on the ranking shared by AESER before and after the discussion (Left) and the 
discussion process of each group (Step3 of NGT) (Right). The length of the striped and blue rectangles encodes the duration of 
the participants’ conversations and the speech of AESER, respectively. 

the dissenting participants (P10 and P13) also moved closer to the 
majority 8. P10 noted that: 

“Just after [the other teacher] fnished speaking I still 
disagreed [with her]. But when I saw that the AI’s deci-
sion was exactly the same [as hers], I doubted myself... I 
think AI scored it the same way [as the other teacher], so 
I may need to reconsider [my original decision]” (P10) 

The agreement between AESER and the other human teacher po-
tentially induced a conformity efect [34], namely the minority tends 
to follow the majority, which has been observed in human-robot 
interaction studies [26]. A potential evidence of this phenomenon 
is, in the post-study survey, the ratings of “AESER is powerful” by 
the dissenting participants (Mean=3.57, SD=1.72) were generally 
higher than those by their paired participants who agreed with 
AESER in the frst place (Mean=2.43, SD=1.51). Moreover, know-
ing AESER was data-driven can foster conformity. AESER’s 
greeting introduced itself to be “trained on approximately one thou-
sand student essays.” Half of the participants mentioned that this 
fact increases the credibility of AESER, “Since it has read a lot, its 
decision should be trustworthy” (P11). P08 commented on how she 
felt when seeing a data-driven AI and another teacher is consis-
tent, “when a machine said ‘I have a lot of data that back up my 
results, I doubt myself, especially when there is another teacher whose 
opinion is the same as its.” We speculate that for the dissenting 
participant the data behind AESER is a metaphor for a group of 

8 We used Spearman’s rank correlation coefcient to measure the similarity of the 
rankings. The similarities of the rankings of P10 and P13 to the majority increase by 
1.0 and 0.5, respectively 

(hidden) human evaluators. Thereby, AESER and the other partici-
pant formed a powerful majority that exerted conformity pressure 
on the dissenting participant. 

5.2 How human teachers perceived AESER’s 
participation and contribution (RQ2) 

AESER was designed to participate in group decision-making equally 
with human teachers. All but one participant held a positive view 
on AESER’s contribution to the group decision-making (disagree 
with “The decision-making would be better without AESER” in the 
post-study survey as shown in Fig. 8). Semi-structured interviews 
revealed that participants considered AESER plays a part in achiev-
ing more objective and fair fnal group decisions. On the other hand, 
many also suggested that AESER can hardly involve in their conver-
sations and make progressive contributions. Besides, participants 
also suspect AESER’s scoring ability. Concluding from their experi-
ence of interacting with AESER, our participants have divergent 
opinions regarding whether AI deserves to have an (equal) voting 
right. 

5.2.1 Participants believe AESER can improve the objectivity and 
fairness of the group decisions. There is no correct result for an essay 
ranking task, as is the case with many other group decisions [34]. 
Many external factors can afect human teachers’ decision-making, 
resulting in subjective and biased decisions. When we asked our 
participants to share their previous group decision experiences, 
some participants refected that in similar discussions around stu-
dent essays, human teachers often bring their personal preferences 
to the table: 

“I think [previous group decision-making] was more 
intense. There were more senior teachers, and we have 

https://Mean=2.43
https://Mean=3.57
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worked together for some time... for reasons like selfsh-
ness, teachers would defend their own students” (P03) 

Compared to human teachers, our participants perceived AESER 
to be more fact-oriented. They felt that the group discussion 
involving AI was more objective and more centered around 
the essay itself instead of concerning the interpersonal rela-
tionship. P10 related to her experience and commented that “When 
we discuss with the AI, we focus on the essay itself. But if we discuss 
with our colleagues, some of whom are more powerful, louder, or very 
experienced senior teachers, then maybe we won’t argue with them.” 

We noticed that, similar to P10, a few participants mentioned se-
nior teachers have more power to determine the fnal group decision. 
P13 remarked that, “The statements of experienced senior teachers 
carried a lot of weight [on the fnal decision], probably above 90%”. 
P15 further explained how she handled the conficts with senior 
teachers, “Although I may not agree with them, I still followed what 
the senior teachers said... But I added some of my personal thoughts 
when I communicate the results to students.” Such behavior of hid-
ing one’s opinions and following seniors can be considered the 
consequence of “status incongruity”, a concept discussed in social 
science [34]. In comparison, P04 highlighted the strength of AESER 
in not having such concerns, “AESER is very rational and fair and 
does not appear to be afraid of expressing its opinions”. 

Several participants (e.g., P09, P10, P17, P18) are considered 
senior teachers in their line of work. They acknowledged that 
AESER’s questions to them were “professional”(P09) and “challeng-
ing”(P17), and they all replied to these questions in detail. P17 
speculated that AESER could help with “challenging authorities” 
and promoting more objective and fair decisions. As our studies 
lack groups of participants with signifcant experience or identity 
diferences, it deserves future research to further investigate AI’s 
infuence on interpersonal power within the group [34]. 

Besides, AESER was perceived to be more stable and was 
able to help human teachers avoid inconsistency in grading. 
Most of our participants are English teachers from middle schools 
in China, who often need to score dozens of student essays in one 
or two weeks. P06 commented that “It’s really laborious to grade 
essays, and the more you get to the end, the less careful you look [into 
the essays].” Since AESER scores were considered consistent across 
any number of essays, some participants commented that AESER 
could help them avoid possible mistakes, “people will get tired if 
they read too much, there will be a lot of subjective things [in the 
scores]. If there is AESER, we can refne the scores” (P10). 

Moreover, the answers from AESER can introduce novel 
perspectives to the discussion, which facilitate a more com-
prehensive analysis of the essays in the group. First, in four 
groups, participants found some details mentioned by AESER were 
important but were neglected in their discussions, “It talks about 
syntactic diversity, which is something I really didn’t notice at frst” 
(P05). Second, as discussed in Sec. 5.1.2, AESER’s answer was often 
further interpreted by participants, which implicitly brings a new 
way of reviewing essays. In G10, after AESER explained its scor-
ing on the organization of an essay, P20 found that the sentences 
referred to by AESER correspond to diferent layers of narratives 
on the topic of “patience.” P19 further conjectured that AESER had 
given the essay a high score for organization because of “the gradual 

progression of the essay’s content”, and she indicated her agreement 
with this point. Last but not least, several participants mentioned 
that AESER contributes to breaking their habit of thinking con-
strained by their past experiences: 

“If we discuss it [an essay] with our colleagues, we are 
all used to being more cautious about language. Like I 
can’t tolerate grammar errors in essay C, because we 
think of it as a model essay, you have to have standard 
English... But when discussing with AI, the strengths and 
weaknesses of each aspect of writing should be taken 
into account” (P10) 

The questions from AESER were also perceived as valuable. 
12 participants explicitly expressed their appreciation to 
AESER’s initiative to propose questions, as these questions 
prompted them to refect. P01 thought that AESER’s questions 
were essential because “the teachers didn’t think that clearly when 
they scored”, and AESER’s questions would give her an opportunity 
to reorganize her logic. Another participant, despite claiming to be 
very confdent in her scoring, also recognized that “it (AESER) still 
urged me to think if I am right and to re-read the essay.”(P17). 

5.2.2 “It fails to involve into our interactions”. Based on the post-
study survey results (Fig. 8), most participants showed a positive 
tendency to rate “AESER is our teammate” and preferred to “collab-
orate with AESER in the future”. However, (although the condition 
was not strictly controlled), we observed participants considered 
they were less heard by and get along less well with AESER 9. Such 
results reveal that participants considered AESER competent 
as their teammate but cannot engage well in interactions 
with AESER. The follow-up interviews suggest that this gap re-
sulted from their discussion experience with AESER. As shown in 
Fig. 7, the discussions in most groups mainly happened between the 
two human members. AESER was described by many participants 
to have “relatively low participation” and even “no presence” (P07). 
While as suggested in previous works [71], the inadequate proac-
tivity of AESER (e.g., only asking questions after 5-second silence) 
could be one of the reasons, our qualitative analysis reveals more 
ability breakdowns of AESER in engaging the group discussions 
with human teachers. 

(1) AESER cannot incorporate human teachers’ opinions 
well. Although we designed a mechanism that allows the wizard 
to alter AESER’s ranking by asking questions (Sec. 3.5.5), some par-
ticipants still felt that AESER did not consider their stated opinions. 
P18 described AESER as deterministic, “how it thinks was deter-
mined by its initial inputs [instead of afecting by us]”. For AESER’s 
question on whether it would be better to change its ranking, P18 
commented that AESER was not asking for his opinions but for 
resolution of its uncertainty, “it had said that it is struggled [with the 
ranking].” Our participants expect AESER to be able to argue with 
them based on their opinions, and to be fexible enough to change 
its arguments as well as scoring. AESER was lack of such capabili-
ties, which may be why more than half of the participants (11 out 
of 20) preferred that "AESER works like our assistant" (Fig 8). 

9We used Wilcoxon signed-rank tests and found signifcant diferences regarding 
participants’ response to AESER versus another human teacher on questions of “not 
heard” and “get along well with” (p=0.03 and p=0.01, respectively). 
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Figure 8: Some results of the post-study surveys 

“In the frst round, AESER showed its attitude and said 
its point. It basically won’t change after that. Even if the 
other teacher and I had arguments [with it], it would 
not make a very clear change. So I think it supported us 
mainly in the early stage. Still, it is very rigid or data-
driven. There is no way to make quick adjustments to 
its mindset.” (P08) 

(2) AESER’s answer is not specifc enough. As we introduced 
in Sec. 3.5.2, AESER answers questions based on pre-defned tem-
plates. When some questions from participants exactly match our 
anticipation (e.g., “why do you give 88 points to Essay C”), answers 
from AESER were usually appreciated by participants (“the listed 
sentences are convincing” (P01), “It is articulated in accordance 
with the logic of human thinking” (P14)). However, sometimes the 
question has subtle diferences. For example, P19 asked AESER 
that, “Do you have any thoughts on the content of Essay C?” In the 
previous discussion, P19 and P20 had diferent views on whether 
Essay C was of-topic. By raising the issue here, P19 was expecting 
AESER to provide insights to resolve the confict. However, our 
pre-compiled answer only allows AESER to list key sentences, not 
to specifcally explain whether Essay C is of-topic or not. This 
made the participant consider AESER failed to understand the ques-
tion and gave an unclear answer. Moreover, the sentences used by 
AESER to explain the diferent scores could overlap, which made 
participants think that AESER is “mechanically repetitive” (P02) and 
they cannot “communicate with AESER in depth” (P13). 

(3) AESER did not follow the progress of the discussion. In 
several cases, the participants were confused by AESER’s questions 
as these questions were not strongly connected to their discussion 
at the moment. One participant commented on the uncoupling: 

“We’ve been advancing the discussion... AESER proba-
bly heard us talk about the word ‘organization’, so it 
recognized it and thought ‘I can throw a question about 
it’. So the question posed was just a little bit rigid. It 
doesn’t engage in the discussion as we do.” (P20) 

Unlike an AI facilitator, who can intervene human conversation 
with prompts like “Time is almost up, let’s move on” [40, 83], an AI 
group member is expected to understand contexts before speeching 
and contribute to the current discussion progress. However, as 
commented by P17, “what AESER said cannot be to the point”. P05 
stated that “AESER cannot provide further ideas based on the issues 
that emerged from our previous dialogue.” 

(4) AESER cannot articulate its opinions comprehensively 
as human teachers do. Fig. 9 presents how our participants ana-
lyzed the essays during their idea sharing and discussion (steps 2 
and 3 of NGT). While participants did argue by listing key sentences, 
they took many other approaches to justify their scores. One typical 
case is that participants often use terms, that are rich in meaning 
when assessing essays, to communicate with each other (“Analyze 
with common terminologies” in Fig. 9), for example, “colloquial 
language” (P18), “the end echos the beginning” 10 (P20), “climax” 
(P15). Compared to teachers’ collaboration, it seems like the com-
munication between AESER and human teachers lacks common 
ground, which means the sum of common knowledge and belief of 
a subject (essay evaluation in our case) shared by a group [64, 65]. 
Such weakness of AESER in articulating makes participants think 
there is a lack of “tacit understanding” (P17) between them and 
AESER. 

10a common Chinese phrase 
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Figure 9: How human teachers analyzed student essays and discussed them with other teachers. Text in rounded rectangles are
our codes in the thematic analysis; “Content analysis” and “Language analysis” are two sub-themes. We arrange these codes
and sub-themes into a thematic map [9].

5.2.3 “Humans have a broader feeling of the essays”. Seven partic-
ipants have concerns that AESER cannot properly evaluate
essays on their contents and styles, as they have the impres-
sion that machines can hardly handle these aspects:

“In fact, I have always had doubts about AESER. Because
content and style are something that only comes out of
the human brain and is hard to digitize...From what I
know about linguistics, I don’t really trust it with these
scores.” (P07)

Besides, the sentence-level explanation provided by AESER
leads participants to believe that AESER judges essays only by
individual sentences. Relating such belief to her own experience,
P20 is concerned that AESER would be very problematic to use in
practice:

“Some students in China will use templates [to write
English essays]. Some students are actually not good at
English, and their essays have a lot of bad sentences. But
they would also use a few advanced template sentences.
Will AESER give a high score to such an essay?” (P20)

However, participants’ belief of AESER’s working mechanism is
not true as the LSTM module (Sec. 3.4) should support the model
connecting the sentences to make a holistic judgment. Participants’
perception suggests a potential misleading effect resulting from
applying the local explanation method.

5.2.4 Should we share equal voting rights with AI?. When we asked
participants for their opinions on sharing an equal voting right
with AESER, considering the merits (e.g., contribute to objectivity
discussed in Sec. 5.2.1), eight out of twenty participants explicitly
supported it. P04 also mentioned that “the amount of training has
an advantage over many new teachers, so I agree”.

More participants believed the final outcome should be deter-
mined by humans. The low participation of AESER in group discus-
sion (Sec. 5.2.2) and the perceived weakness of AESER in scoring
(Sec. 5.2.3) make them hard to be convinced by AESER and accept
its equal voting right. Some believed AESER should occupy less
voting weight (P03, P13). Some posed their conditions for accepting
AESER’s voting rights, basically on how they can build trust with
AESER. For example, P16 recommended a “long-term observation
to AESER” and P01 desired “having rich time to communicate with
AESER [for each decision to make]”.

Nevertheless, five participants strongly opposed AESER sharing
the voting right even though we mentioned its possible form in the
future. Three (P07, P17, and P18) believe AI could not fully reach
human teachers’ capability. P15 argued from the perspective of
teaching, “The essay writing is always taught by me...If there is an
AI giving different scores to mine, I think my control of the teaching
is a bit [weak]”. P08 concerned teachers would overtrust AESER,
“people who are in awe of the data will already be greatly influenced
by AESER...Let AESER have a vote again, the machine’s right exceeds
that of humans” Interestingly, the fact that AESER is driven by data
can be both a reason for some participants to support AESER’s
equal rights and a reason for some participants to be against it.
Data or AI literacy might be the factor for this difference [57].

6 DISCUSSION
Through a wizard-of-oz study, we investigated how humans inter-
act with AI that could join group discussions and vote for the final
decision. Our participants suggested that AESER could make the dis-
cussion more fact-oriented, avoid inconsistency in decision-making
caused by human bias, introduce novel perspectives, and stimu-
late human members to reflect on their logic. Overall, the AI group
member contributes to a more objective group decision and compre-
hensive discussion. On the other hand, we found gaps in AESER’s
ability to engage with human group members and contribute to
decision-making. For example, AESER could not understand the dis-
cussion dynamic and thus failed to help drive the decisions forward.
Our study joins a large body of previous works on exploring how
to create a better collaboration relationship between humans and
AI [45, 61, 62, 90, 97]. We discuss the implication of our findings to
the field in the following subsections.

6.1 AI can play more roles in the group
Previous research has explored the designs of AI being a facilita-
tor [83] or an “unremarkable” assistant [94] in a decision group.
In contrast, we have adopted a more radical design: having AI and
humans share equal status. Although some participants support
full equality of status between AI and humans, many participants
prefer AI as an assistant to provide reference and want AI to share
less or no voting rights with them. Issues suggested by our findings
on AESER, such as the low participation in discussions, definitely
confirm that having AI as an assistant in the group is a more robust
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and safer option given the current technical limitations. However, 
our fndings also shed light on possible new roles for AI to play in 
groups. 

Many participants seek AESER’s opinions on their conficts with 
other human teachers. One potential design is to shape the AI as a 
confict mediator in groups. AI can listen to diferent viewpoints 
of the group and show its attitudes based on ML models to facilitate 
better consensus in the group. Besides, AI can be a challenger. Our 
participants appreciate AESER can ask questions, which allowed 
the group discussion to be more centered on the decision itself. They 
also expect AESER to ask questions beyond conficts on scores and 
concerning their instant arguments, making the group decision-
making more objective. 

Whatever role AI may play in group decision-making, it is criti-
cal to maintaining the transparency of AI’s process and outcomes. 
Ehsan et al. [17] suggests a “process-oriented view,” meaning that 
XAI should allow users to know both model-related and task-
related information. Current sentence-level explanations adopted 
by AESER tend to be insufcient, sometimes even misleading in this 
regard. Refecting on the design process of explanations, we realized 
it would be better if we could identify patterns of human-human 
cooperation and understand user behaviors through, for example, 
contextual inqueries [35] and participatory design [68] to build the 
common ground for human experts and AI. Meanwhile, informa-
tion about group dynamics should also be leveraged to generate 
suitable explanations to address human group members’ concerns. 

6.2 Stereotypes of AI 
From a sociological and psychological perspective, it is hard to 
say that some participants’ opposition to an “equal AI” is solely 
due to its lack of capabilities. We do see several participants who 
believe that even if AI technology reaches a very desirable state, 
they do not want AI to be equal to them within the group. Some 
social psychological efects, such as stereotypes [28] and ingroup 
favoritism [3], may cause people to look at AI with prejudice at the 
very beginning, even if they had no idea about AI’s capability. Peo-
ple’s prejudice against AI may have a variety of efects when they 
coexist in a group. Will people work with AI with an arrogant mind-
set? Is it possible that people are rebellious to AI’s predictions and 
explanations? Does prejudice toward AI lead to increased closeness 
among humans in the group? Meanwhile, a recent work by Langer 
et al. [50] found people have diferent behavior when collaborating 
with an AI system named by diferent terms (e.g., “algorithm”, “ro-
bot”, and “AI”). It would be important for researchers to conduct 
interdisciplinary studies to understand how people’s impression 
of AI, which can be a result of the social-cultural infuence, afects 
their collaborating behavior 

6.3 Compare AI’s impact on individual and 
group decision-making 

Compared to individual decision-making, group decision-making 
is more of a social process. Human decision-makers need not only 
to consider the plausibility of AI’s opinion [5, 36, 51], but also to 
take into account other people’s views on AI [17, 36]. We found 
human teachers are potentially afected by the consistency of AI 
and other human teachers, suggesting a conformity efect [8]. These 

observations enlighten the underlying efects of AI in changing 
the power structure of groups [33], which deserves more system-
atic investigation. Actually, individuals’ decision-making with AI 
also receives social infuence, for example, comments from their 
peers on AI experience [17]. As advocated by previous works on 
human-centered AI [17, 36, 91], it is essential to view human-AI 
collaborative decision-making from a socio-technical perspective. 

7 LIMITATION & FUTURE WORK 
We acknowledge that our user study has several limitations. First, 
all participants of the study are English teachers from China, and 
80% of them are female, which may be explained by the current 
unbalanced gender ratio of English teachers in China. It is valuable 
to investigate whether human groups of diferent gender compo-
sitions would have diferent results in collaboration with AI. One 
may also be concerned about the Chinese background of our partic-
ipants. We acknowledge that human groups from diferent cultures 
may exhibit diferent behavior. Regardless, most of our fndings 
are not strongly associated with Chinese culture, so we expect 
these fndings can be generalized. Second, we used NGT, a highly-
structured group decision-making process, in our study. It deserves 
more research to explore the human-AI relationships in diferent 
decision-making processes, such as brainstorming and the Delphi 
method [34]. Third, we use an online setting for group communi-
cation. Some non-verbal signals, such as gaze and gestures, which 
signifcantly infuence human-human interactions [83], may not 
be sufciently conveyed in online meetings. We hope to bring the 
AI member to face-to-face environments to understand its impact 
on inter-group communication. Moreover, we only experiment 
with small groups (2 human teachers plus AESER). Future research 
should investigate the impact of AI on medium or large groups. 

The design of AESER also has room for improvement. First, the 
selection of the moments for AESER to ask questions needs to be 
more fexible. Under the current design, AESER asks questions only 
after experiencing 5-second silence, which can be rare in heated dis-
cussions [14]. A better method is to determine the time for AESER 
to speak based on the dynamic semantic context. For example, when 
other members’ statements confict with AESER’s scores, AESER 
can ask for explanations. Such intelligence can potentially increase 
the participation level of AESER in the group. Second, we use a 
constrained wizard-of-oz approach, which largely avoids the im-
pact of possible AI errors. Considering the functions of AESER 
simulated by the wizard are not technically infeasible, we hope to 
develop a fully automated version of AESER to understand how 
some common errors of the state-of-the-art AI design afect group 
decision-making. 

8 CONCLUSION 
In this paper, we envision AI’s future roles in the group and explore 
the possibility of empowering AI to participate equally with hu-
mans in group decision-making. We developed an AI group member 
named AESER through a constrained wizard-of-oz protocol. We 
conducted an exploratory study with ten groups of English teachers 
to investigate the impact of AESER. We found that our participants 
appreciate AESER, who can participate in group discussions by 
asking and answering questions, and they believe the presence of 
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AI can improve the objectivity and fairness of the group decision. 
On the other hand, although some of our participants did support 
AESER to share an equal voting right with them, many others hope 
the fnal decision is primarily based on human will. AESER was 
considered to be competent for its ability to score essays. However, 
its interaction with participants was described as rigid because 
participants really need a collaborator who can provide feedback 
on their opinions, answer their questions in depth, and raise criti-
cal questions to advance the group discussion process. Our work 
contributes to the discourse of human-AI collaborative decision-
making by speculating a possible future of AI-in-the-group. 
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