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Abstract

As social service robots become commonplace, it is essential for

them to effectively interpret human signals, such as verbal, gesture,

and eye gaze, when people need to focus on their primary tasks

to minimize interruptions and distractions. Toward such a socially

acceptable Human-Robot Interaction, we conducted a study (N=24)

in an AR-simulated context of a coffee chat. Participants elicited

social cues to signal intentions to an anthropomorphic, zoomorphic,

grounded technical, or aerial technical robot waiter when they were

speakers or listeners. Our findings reveal common patterns of social

cues over intentions, the effects of robot morphology on social cue

position and conversational role on social cue complexity, and users’

rationale in choosing social cues. We offer insights into understand-

ing social cues concerning perceptions of robots, cognitive load,

and social context. Additionally, we discuss design considerations

on approaching, social cue recognition, and response strategies for

future service robots.

CCS Concepts

•Human-centered computing→ Empirical studies in HCI;

User studies; • Computer systems organization→ External

interfaces for robotics.
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1 Introduction

Service robots have been widely used in public spaces such as retail,

healthcare, and hospitality [30, 34]. Within the human-robot in-

teraction (HRI) community, there have been extensive discussions

on how a social robot, as an autonomous and intelligent agent,

should behave socially (e.g., [55, 86]). At the same time, it is equally

important to understand how humans intuitively interact with and

signal their intentions to robots in social settings [19]. Humans have

many means to convey their intentions and apply them dynami-

cally according to context. For example, when meeting potential

employers over coffee, a person may want to ask a drink-serving

robot to move aside to avoid potential interruption. Since they need

to focus on the ongoing conversation, they might not have enough

bandwidth to open the mobile app and send a command or feel

embarrassed to speak aloud [50]. They may prefer simply gesturing

to the robot in this situation. In other words, when conventional

graphical user interfaces (GUI) and conversational interfaces (CUI)

are not efficient, service robots should still be able to understand

humans’ intentions exhibited in other manners.
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In human-human interactions (HHI), people often use different

social cues to signal their intentions and emotions to minimize

distractions and interruptions to the main tasks. These social cues

come in different modalities, such as gaze, gesture, facial expression,

body language, and vocal signals [2, 37]. For example, people often

nod to signal awareness of a friend passing by and wave hands to

turn down a floor cleaning service during a conversation. The same

interaction preference also occurs in human-robot communications:

users are likely to use natural and intuitive social cues to signal

their intentions to robots, because this is part of human social

communication [92] and individuals are inclined to treat robots as

social actors [63]. Previous HHI research suggested that the choice

of social cues can be affected by people’s perceived relationship

with the other parties at the scene and their occupancy by the main

task [2]. Similarly, when interacting with service robots, humans’

choices of social signals may be affected by the robot’s morphology,

social expectations, and norms [21].

Backed by the development of voice recognition and vision-based

nonverbal cue detection algorithms, many HRI studies explored

how humans interact with robots with social cues such as speech

[10], gesture [9, 10, 20], gaze [46], posture [53], and movement of

different body parts [61], to name a few. However, most existing

works focused on primary interactions between a single user and a

robot in lab settings rather than in uninterruptible social scenarios

where human-robot interaction is a side task. In addition, some

of them only analyzed a selected set of social signal modalities

or examined different social cues with a specific robot form (e.g.,

wearable robot arms [61] or drones [10, 20]). Taken together, there

is still a lack of a comprehensive understanding of humans’ choice

among diverse social cues to express their intentions to different

forms of robots in social situations where they are engaging with

other people as communicators or respondents.

In this paper, we explore how humans choose and combine dif-

ferent modalities of social cues to communicate with a service robot

during an important social encounter. Specifically, we investigate

how robot morphologies and roles in the primary activity influ-

ence the use of social cues to express intentions to the robot. To

achieve this, we conducted an elicitation study where participants

interacted with a robot server during a simulated coffee chat with

potential employers (played by two actors). Participants were free

to use any social cues they deemed intuitive and appropriate to

convey 13 designated intentions (referents) representing common

human feedback types during social interactions with robots. We

selected four representative robots with distinct forms, based on the

morphology taxonomy from [65]: anthropomorphic, zoomorphic,

grounded technical, and aerial technical. To ensure stability and

consistency, we simulated the robots as virtual prototypes [36, 61]

using the augmented reality headset and controlled their actions

through a Wizard of Oz (WoZ) approach. Each participant (𝑁 = 24)

completed two elicitation sessions, alternating between two conver-

sation roles: speaker , introducing themselves and their experiences,

and listener , observing the conversation but free to interject. Each

session featured a different robot morphology (2 out of 4 per par-

ticipant), with counterbalanced orders to mitigate learning and

order effects. Following the elicitation sessions, we conducted retro-

spective think-aloud interviews to understand participants’ mental

models and decision-making processes. By integrating quantitative

analysis of observed social cues with qualitative insights from in-

terviews, we identified patterns in participants’ preferences and

rationales. Participants favored intuitive and context-appropriate

cues, such as using eye gaze to signal awareness or hand gestures

to guide actions. Robot morphology influenced their choices, partic-

ularly in gestures and verbal features, shaped by perceptions of the

robot’s sensory capabilities. These findings underscore participants’

goals of minimizing conversational disruptions, ensuring clarity in

communication, and maintaining politeness in professional social

contexts.

In this paper, we make the following contributions:

• We conducted an elicitation study to explore how humans

interact with robot waiters on the side during an important

coffee chat with potential employers, and how the robot

forms and users’ conversation roles affect the choice of social

cues to signal intentions.

• Through retrospective think-aloud and follow-up interviews,

we analyze the rationales of participants’ interactions and

discuss factors that may influence their intentions when

choosing social cues.

• Based on our findings, we further discuss the design impli-

cations for the human-robot interaction system in social

settings and provide suggestions for future elicitation re-

search for human-robot interactions.

2 Related Work

2.1 Service Robots in Social Settings

2.1.1 Definitions and Scope. Social settings are systems centered

on social processes (i.e., interactions between two or more individu-

als) structured by resources and the organization of resources [87].
In this study, we refer to social encounters where human-human

interaction dominates, such as a coffee chat, a group discussion, or a

dinner party, as social processes, with social service robots acting as

resources to support the social processes. Social robots, as defined

by Yan et al. [96], are “robots which can execute designated tasks,

and the necessary condition turning a robot into a social robot is

the ability to interact with humans by adhering to certain social

cues and rules”. They share key features such as sensing and re-

sponding to environmental cues, interacting with humans (or other

robots), and understanding and following social rules [79]. Yan et al.

[96] also emphasize the importance of recognition capabilities and

social cues for social service robots.

2.1.2 Challenges in Designing Intuitive HRI in Social Settings. Hu-

man interactions with social robots present unique challenges that

distinguish it from general human-robot interaction (HRI). The

ability of social service robots to understand and respond to users’

intentions and preferences has been considered critical to ensure

safety, human control, and alignment with human expectations and

preferences [81, 83]. Tian and Oviatt [85] present a comprehensive

taxonomy of social errors in HRI, illustrating the complexity of

social interactions between humans and robots. This complexity

extends beyond mere functionality to encompass aspects such as

timing, appropriateness, and emotional congruence. Key considera-

tions in social robot interactions include social appropriateness and

adaptability [55, 86], emotional and affective aspects [39], temporal
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dynamics [82], error handling and repair [44], and context-specific

behaviors [43]. While prior work has investigated how robots per-

ceive and respond to human behavior and highlighted the impor-

tance of properly understanding humans in social HRI, there is

a limited understanding of how humans intuitively interact with

service robots in social encounters. In the social settings of our

study, robots are positioned in a side task, providing services to the

participants rather than central actors among humans. We examine

how humans naturally communicate with robots in such contexts,

aiming to better interpret human signals, inform the design of so-

cial service robots, and provide intuitive services to human-centric

social encounters.

2.2 Social Cues in Human-Robot Interaction

2.2.1 Human Social Cues. Social Signal Processing (SSP) analyzes

the social behaviors and cues in both Human-Human (HHI) and

Human-Computer interactions (HCI) contexts [92]. Vinciarelli et al.

[92, 93] provide a comprehensive summary of human nonverbal

behavior cues, their functions and social behavior modeling. Mul-

timodal analysis of nonverbal behaviors in social interactions in-

cludes applications in modeling multimodal behaviors for face-to-

face social interaction [57], automatic categorization of autism spec-

trum disorder [11], and classifying perceptions of interdependence

[17]. The relationship between human social cues and emotions is

also widely explored [24, 47]. However, much of the work in SSP

has focused on the analysis and processing of human behaviors,

with a limited understanding of how humans select and adapt social

cues when interacting with robots in dynamic social settings. While

social cue processing for robots has advanced, focusing on how

robots express their own social intentions through gaze [15, 59],

speech [15], gestures [42, 52], and facial expressions [7, 52], less

attention has been paid to how humans intuitively communicate

their intentions to social service robots, particularly in complex,

real-world settings where robots play a peripheral role. Our study

addresses this gap through an exploratory study focusing on the

variety of social cues humans employ to convey different intentions

in interactions with service robots during social encounters.

2.2.2 Social Cues Elicitation in Human-Robot Interaction. Research

in HCI has been exploring how humans interact with robots with

different social cues in various systems, such as public displays

[75], smart rings [23], and chairs [3]. Villarreal-Narvaez et al. [90]

systematically reviewed the literature on gesture elicitation stud-

ies in HCI. Furthermore, studies on HRI have also examined the

use of different social cues to interact with robots. Cauchard et al.

[10] explored how humans interact with drones with gesture and

speech, and Firestone et al. [20] collected elicitation of gestures for

small Unmanned Aerial Systems (sUAS) to understand and model

human-drone interactions. Canuto et al. [9] proposed a frustration-

based elicitation approach and studied the intuitiveness of human

gestures to signal robots with basic commands. However, most

of these studies have focused on primary interactions between a

single user and a robot in controlled, lab-based settings and have

neglected more complex, uninterrupted social scenarios in which

HRI occurs as a side task. Furthermore, these studies limit their

focus to a narrow range of social signal modalities or specific robot

forms (e.g., , drones [10, 20] or wearable robot arms [61]), failing

to provide a comprehensive understanding of the variety of social

cues employed in dynamic, real-world HRI scenarios. We aim to

explore human interactions with multiple forms of service robots

when occupied by primary social encounters, to elicit social cues

that cover all possible modalities from human bodies, and to un-

derstand the choice of social cues to interact with service robots

as a peripheral task, expanding the scope of social cue elicitation

research in HRI.

2.3 Morphology of Social Service Robots

2.3.1 Classification of Robot Morphology. Robot morphology is

one of the fundamental classification parameters in HRI research

[21, 65, 97]. As refined by Onnasch and Roesler [65], robot morphol-

ogy can be classified as anthropomorphic (human-like and androids),

zoomorphic (animal-like), or technical (machine-like). Robot mor-

phology determines a robot’s physical embodiment and influences

users’ perceptions of its functional and communicative capabilities

[65]. Eyssel [19] provides an experimental psychological perspec-

tive on social robotics, emphasizing how human cognitive and

social psychological processes influence perceptions of and interac-

tions with social robots. In our experiment, we apply Onnasch and

Roesler [65]’s taxonomy of robot morphology, aiming to investigate

how the visual design of a robot influences human perceptions of

its embodiment and capabilities and human usages of social cues

during interactions with service robots in social settings.

2.3.2 Morphologies of Social Service Robots. Social robots have

been widely applied in service industries [30, 34, 55] with various

morphologies, including anthropomorphic [13, 45, 74], zoomorphic
[16, 32, 64] and technical [1, 33, 58, 71] robots. The technical mor-

phology of service robots, i.e., product-oriented robots, is most

commonly seen among the industrial applications of service robots,

such as drones [33, 40, 58], cleaning robots [31], and delivery robots

[1, 95]. Compared with the technical morphology, research has been

exploring how anthropomorphic robots affect users’ perceptions
and interactions with social robots. Kwak [41] compare the social

presence and sociability of a human-oriented robot and a product-

oriented robot. Stroessner and Benitez [84] examine the effects of

gendered and machine-like features on the social perception of

humanoid and non-humanoid robots. Most research of zoomorphic
social service robots has been focused more on companion and

guidance applications [16, 29, 51]. Hauser et al. [26] explore hu-

man perceptions of incidental encounters with service robot dogs

in a lab setting, suggesting a positive experience for the human.

Existing research on three morphologies of social service robots

has been limited to academic settings, with few empirical results

on the effects of robot morphology on human interactions with

robots, especially in real-world social settings. Thus, we add robot

morphology as an independent variable in our study to explore

the effects of robot morphology on human interactions with social

service robots.

2.4 Exploratory Prototyping in Human-Robot

Interaction

Exploratory prototyping plays a crucial role in HRI research, en-

abling researchers to rapidly test and assess the feasibility and

usability of experimental robot designs [98]. Research by Rojas
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et al. [76] indicates that virtual and physical robot prototypes are

comparable in observable aspects (e.g., color and shape) and emo-

tional responses, as measured by the Self-Assessment Manikin

instrument, but differ in social perceptions, such as discomfort and

warmth. Beyond image and video prototyping, virtual reality (VR)

has been adopted as a simulation tool for social robots, offering

immersive testing environments [77, 80]. For instance, Kamide et al.

[36] indicates that while VR robots and physical robots may elicit

differing subjective impressions, participants’ behavior and desired

personal space remain consistent between the two prototyping

approaches. Additionally, studies have demonstrated the feasibility

of using augmented reality (AR) to collect human social cues in

real-world interaction contexts [28, 48, 67]. Our primary objective

is to gather participants’ social cues—specifically, their behaviors

when interacting with service robots. Given that virtual robot proto-

types effectively replicate key aspects of interaction observed with

physical robots [36], the use of augmented reality for prototyping

is a practical and effective choice for our study.

3 Method

This section describes our mixed-methods study, including a pilot

and elicitation study within a simulated public coffee-chat scenario

featuring four service robot morphologies and contextual referents.

Behavioral and interview data were processed through social cue

coding, statistical methods, and thematic analysis of interviews. All

experiments received approval from the Institutional Review Board

(IRB) approval from the University Research Ethics Committee.

3.1 Simulation of Robots and Public Context

Settings

3.1.1 Social Encounter. Our study examines human interaction

with the robot as a side task, positioning the social encounter, i.e.,

human-human interaction, as the primary task to be interleaved by

robots in our social settings. Conversation has been a central topic

in the analysis of human-human interactions [25, 69, 91]. Thus, we

chose conversation as the main task in our experiment settings. To

select an appropriate social scenario for our experiment, we have

the following requirements: First, it should involve the participation

of multiple people. Second, interruption is unwanted and should be

minimized in such social scenarios, but all communication channels

should not be fully occupied, allowing users to maintain sufficient

options when utilizing social signals. Based on the above consid-

erations, five researchers brainstormed appropriate scenarios for

our experiment and selected a coffee chat with potential employers.

Considering that users’ choice of social cues when interrupted by

a robot may vary based on their ongoing activity, particularly their

conversational role as listener or speaker, we included these roles

as an independent variable (IV) ConversationRole in our exper-

imental design. The ConversationRole is simulated by letting

the participants hold the conversational flow (speaker), or mainly

listen to the conversation led by the potential employers (listener).
We recruited actors to play the roles of two potential employers

(advisors) for future jobs, internships, or advanced study according

to the participant’s status and goals. The actors were trained to

pay attention to the participants and create more chances for the

participants to continue their speech when participants were in

the speaker session, and to take the dominance of the conversation

when participants were in the listener session. Natural turns of
conversation and attention were maintained during the coffee chat

to ensure the authenticity of the social encounter.

(a) Anthropomorphic Robot (b) Zoomorphic Robot

(c) Grounded Technical Robot (d) Aerial Technical Robot

Figure 1: Four Forms of Robots Used in Our Experiment

3.1.2 Robot. We also set the robot morphology as our independent

variable (IV), denoted as RobotMorphology. To select the robot

morphologies, we initially adopted the taxonomy proposed by [65],

which classifies robot morphologies into three categories: technical,
anthropomorphic, and zoomorphic. Given that the height of a robot

may influence user interaction [27, 73] and perception [35], and

considering the prevalence of drones [6, 33, 58] and food delivery

carts [1, 70, 71] in catering services, we further divided technical

robots into two subcategories: aerial robots (drones) and grounded

robots (food delivery carts). Thus, the IV RobotMorphology had

four experiment groups: anthropomorphic, zoomorphic, grounded
technical, and aerial technical robots. Different morphologies of

robots were simulated using Augmented Reality (AR) technology to

provide participants with an immersive and interactive experience

while maintaining flexibility in testing different robot morpholo-

gies. As discussed in Section 2.4, humans behave similarly toward

virtual and real robots, making AR simulation a suitable choice

for prototype experimental settings. This approach provides valu-

able insights into understanding users’ behavior and informing

robot design. Virtual simulation also ensures consistency across

conditions, reduces logistical complexity, and allows for convenient

human social cue collection. To identify representative robots, we

first compiled a diverse set of examples for each morphology. Five



Signaling Human Intentions to Service Robots CHI ’25, April 26–May 01, 2025, Yokohama, Japan

Table 1: Five Necessary Interaction Types for HRI in Social Settings

Robot Active Seeking for Human Input

i. When the robot is not sure

ii. When the robot asks for evaluation

Robot Passive Receiving Human Input

iii. When the human signals awareness

When the robot has an error [85]

iv. Performance error

v. Social error

Table 2: 13 Referents and Their Types Used in Our Experiment

Referents Situation Type

Signal Awareness The robot was moving to you. iii

Signal the Robot to Serve Partner The robot stopped near you, carrying a bottle of drink you had just ordered. v

Do Not Provide Feedback The robot sent the drink to your partner, and asked “Please rate my service.” ii

Interrupt The robot was saying “Ok, your next cup of drink is expected to arrive at ...” v

Signal Wrong Drink The robot went away then came back, but brought a wrong drink to you. iv

Signal Emergency Stop The robot encountered a malfunction and was rushing towards you. iv

Indicate Drink Position The robot went near you and asked “Where should I place the drink?” i

Signal to Prevent Drink Spilling The robot was sending out the drink, but the drink was spilling. iv

Provide Bad Feedback The robot finished sending the drink and asked “Please rate my service.” ii

Dismiss The robot was wandering around nearby, disturbing your conversation. v

Call Over Your partner just finished her drink, and wanted the robot to collect the cup. iii

Signal the Robot to Collect Cup The robot moved to you and asked “How may I help you?” i

Provide Good Feedback The robot collected your partner’s cup, and asked “Please rate my service.” ii

researchers independently voted for up to three robots per cate-

gory based on the following criteria: (1) popularity, (2) ability to

serve drinks, (3) perceived safety for novice users, and (4) repre-

sentativeness of the morphology. Based on the voting results, we

selected Pepper
1
(Figure 1a) as the anthropomorphic representative

and Spot
2
(Figure 1b) as the zoomorphic representative. For the

technical robots, we created a grounded food delivery cart mesh

commonly seen in coffee shops (Figure 1c) and selected a drone

equipped with safety measures from the Unity asset store
3
(Fig-

ure 1d).

3.1.3 Referents. We aimed to design effective elicitation referents

for human-robot interactions in social encounters by first catego-

rizing the types of necessary interactions between humans and

robots. A literature survey was conducted to summarize the situa-

tions where robots require human interaction [56, 83], providing

a structured foundation for the elicitation referents. Based on this

review, five necessary interaction types were identified, as shown in

Table 1. In our coffee chat scenario, we brainstormed and carefully

designed 13 elicitation referents, covering each of the identified

interaction types. These referents were designed to reflect com-

mon interactions between human waiters and customers and to

1
https://us.softbankrobotics.com/pepper

2
https://bostondynamics.com/products/spot/

3
https://assetstore.unity.com/packages/3d/vehicles/air/simple-drone-190684

address the important tasks of a robot waiter as outlined in [22].

Table 2 details the elicitation referents, their associated interaction

situations, and their classification by interaction type. To create a

realistic social encounter, we situated our study in a shared public

workspace with low-volume background music and ambient noise,

conditions typical of coffee chats. This setting mirrors natural envi-

ronments where human-human social encounters and interactions

with service robots frequently occur, ensuring ecological validity.

We programmed the robots to respond to each interaction situation

with appropriate actions and sounds in the AR headset for partic-

ipants. The robots’ actions were controlled using a Wizard of Oz

(WoZ) approach, enabling a human operator (wizard) sitting at an-

other table behind the participants to manage the robots’ responses

in real-time, thereby simulating seamless and context-appropriate

interactions. And since our actors were familiar with the robots’

routines and actions, they could infer the progress of the virtual

robot and act as if they could see the robots during the referent

elicitation, which helped to maintain the authenticity of the AR

simulation of the scenario.

3.1.4 Pilot Study. To validate our design, we conducted a pilot

study (𝑁 = 7) where participants were asked to use social cues

to signal the AR-simulated robot in a coffee chat with potential

employers under different combinations of conditions: 4 robot mor-

phologies (aerial technical, grounded technical, anthropomorphic,

https://us.softbankrobotics.com/pepper
https://bostondynamics.com/products/spot/
https://assetstore.unity.com/packages/3d/vehicles/air/simple-drone-190684
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Table 3: Participants’ familiarities with the four robot morphologies used in our experiment.

aerial technical anthropomorphic grounded technical zoomorphic

Never heard of 0 (0.00%) 1 (8.33%) 0 (0.00%) 3 (25.00%)
Heard of but never interacted with 3 (25.00%) 8 (66.67%) 4 (33.33%) 8 (66.67%)

Interacted with 9 (75.00%) 3 (25.00%) 8 (66.67%) 1 (8.33%)

zoomorphic) × 2 conversation roles (speaker , listener) × 2 postural

configurations (sitting around a table, standing around a long bar).
Each participant completed four sessions, which included two ro-

bot forms, both roles, and both postural configurations. For each

referent, participants were required to elicit three times and make

each elicitation as distinct from the others as possible. According

to the post-experiment interview, we improved our study design in

the following aspects: First, all participants found the requirement

of eliciting three times during conversation to be too cognitively

demanding. Thus, we reduced the three compulsory social cues to

one, and participants were free to provide alternatives either during

the elicitation or in the interview. Second, when asked about the

differences between sitting and standing, all participants believed

that the effects were much smaller than those caused by roles,

except for the emergency case (referent Signal Emergency Stop).
Considering that sitting is more common for a coffee chat scenario

and for the participants’ comfort, we only kept the sitting setting.

Finally, we improved the AR simulation experience according to the

participants’ feedback, such as more authentic robot sound effects,

approaching directions, and interaction distances.

3.2 Elicitation Study

3.2.1 Participants. We recruited 24 participants (7 females and 17

males) aged between 19 to 33 (𝑀 = 24.08, 𝑆𝐷 = 2.7). Most of them

are students from various majors at local universities, which made

them more relatable as future position seekers in our experiment.

We randomly assigned each participant to two robot groups, with

12 participants in each group. The participants’ familiarities with

the four robot morphologies are shown in Table 3. We also collected

data on the participants’ dominant hand, with 23 being right-handed

and only one left-handed. All participants were compensated at a

rate of 12$ per hour.

3.2.2 Experiment Settings. In our elicitation study, the participants

were asked to engage in a coffee chat with two potential employers,

with a robot waiter serving around. The chat was conducted in

a shared public workspace where people could occasionally pass

by. The robots were simulated in the Augmented Reality (AR) of

Quest Pro
4
using Unity

5
and controlled with Wizard of Oz (WoZ).

We used Quest Pro’s built-in cameras to capture participants’ eye

gazes, facial expressions, and body poses, and recorded a first-view

video from Unity to visualize the eye gaze. We also set up another

external camera to capture participants’ whole bodies so that we can

collect other modalities of their social cues. Two actors played the

roles of potential employers (advisors) for future jobs, internships,

or advanced study according to participants’ status and goals. To

ensure the authenticity of the AR simulation, the actors relied on

4
https://www.meta.com/quest/quest-pro/

5
version 2022.3.32f1, https://unity.com/

the sound effects to determine the ongoing task and the robot’s

state and acted accordingly to pretend that they could see the robot.

Figure 2 shows the figure illustrations of the experiment scenes

and screenshots of Quest Pro Recordings from the participant’s

viewpoint.

3.2.3 Design. We proposed a mixed-design study, incorporating

two within-subjects variables, ConversationRole (nominal, two

levels: speaker and listener , as described in Section 3.1.1) and Refer-

ent (nominal, 13 levels, detailed in Table 2), and one mixed-design

variable, RobotMorphology (nominal, four levels: anthropomor-
phic, zoomorphic, grounded technical, aerial technical, as introduced
in Section 3.1.2 and fig. 1). During the coffee chat, participants

engaged in both conversational roles across two sessions: 1) the

speaker , who was asked to introduce themselves and their expe-

riences to the potential employers; 2) the listener , who mainly

listened to the conversation between the two potential employers,

but could also cut in to ask questions or make comments. Across

these two sessions, participants interacted with two out of four

robot morphologies (aerial technical, grounded technical, anthropo-
morphic, zoomorphic), which acted as waiters in the study scenario.

Participants elicited interactions for all 13 referents described in Sec-

tion 3.1.3. Each ConversationRole group included 24 participants,

while each RobotMorphology group comprised 12 participants.

This resulted in six participants for each combination of Conver-

sationRole × RobotMorphology. To reduce possible learning

and order effects, the combination of robot and role, together with

their order of presentation, was counterbalanced.

3.2.4 Procedure. Upon arrival, participants first filled out a demo-

graphic questionnaire and signed a consent form. Then, they were

briefed on the requirements and the whole flow of the experiment:

Participants were instructed to utilize any social cues they deemed

natural and appropriate for conveying a set of referents to the robot

while maintaining their attention on the conversation as much as

possible; Additionally, participants were asked to envision future

robot waiters and assume that these robots are capable of identify-

ing any modality of their social cues. For each referent, participants

were encouraged to elicit as many ways as possible, but this was

not forced to ensure that they were not overloaded and to guar-

antee the naturalness of the elicited cues. After confirming that

the participants had a clear understanding of the task, participants

were instructed to put on the Quest Pro headset, and calibrate the

eye-tracking function within the headset. Before commencing the

formal experiment, the participants were given preliminary expo-

sure to all the referents through a robot demonstration to familiarize

themwith them and avoid omissions or misinterpretations. The par-

ticipants then elicited social cues under their assigned conditions

for the two sessions. After the experiment, the participants were

https://www.meta.com/quest/quest-pro/
https://unity.com/
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(a) Pepper, the anthropomorphic ro-
bot, was asking the participant to

provide feedback.

(b) The participant was asking Spot,

the zoomorphic robot, to go away.

(c) The participant was asking the

grounded technical robot to come

over.

(d) The aerial technical robot car-
ried the second cup of drink to

the participant and asked him/her

where to place it.

Figure 2: Experiment scenes with four robot morphologies. First row: Scenario illustrations showing (a) anthropomorphic,
(b) zoomorphic, (c) grounded technical, and (d) aerial technical robots. Second row: Corresponding first-person participant

viewpoints captured.

presented with the synchronized videos from all four sources (three

videos for eye gaze, facial expression, and body pose separately,

and one video from the external camera for the full body) and were

asked to identify the social cues they used for each referent using

retrospective think-aloud. Finally, we conducted a semi-structured

interview to learn 1) their rationales for choosing or not choosing

specific modalities and social cues and 2) how their ways of inter-

action might be similar or different under different robot forms and

roles. The whole process took approximately 2 hours, with around

30 minutes for filling out the questionnaire and briefing, 10 min-

utes for warm-up, 10 minutes for each session, and 40 minutes for

retrospective think-aloud and interview. Breaks were guaranteed

between each stage.

3.3 Data Analysis

3.3.1 Social Cue Coding. We adopted an iterative approach to

develop our codebook for social cues. Considering that most partic-

ipants were only able to intuitively propose one social cue for each

referent, we only coded the first elicited cue. Our social cue coding

process involved the following steps:

• Step 1. Initial Coding: We first reviewed all the videos

to list the observed frequent patterns to form our initial

codebook. The codes were roughly classified by different

body parts, e.g., arm and hand, eye, upper body, etc.

• Step 2. Discussion and Iterative Development of the

Codebook: We used an iterative process to refine our code-

book. We divided the whole dataset (24 participants × 2

sessions = 48 sessions) into 6 batches, each comprising 8

sessions. Two coders first used the initial codebook to code

one batch of data and then discussed how to resolve conflicts

with the intervention of a third researcher. Codes may be

added, removed, or reorganized during this process, and the

revised codebook is used to code the next batch. After two

batches, there are no more updates to the codebook. After

the third batch, we used Perreault & Leigh’s approach (𝐼𝑟 )

[68] to compute the inter-rater reliability (IRR) between the

two coders, and got an IRR of 0.896, exceeding the pre-set

requirement of 0.7, thus the iterative development of the

codebook finished.

• Step 3. Formal Coding: The remaining data was divided up

and coded independently by the two coders. The data used

in the iterative development step was also re-coded using

the finalized codebook.

Upon finalizing the codebook, we obtained 85 codes, categorized

by differentmodality (body parts), including Gesture, Verbal,

Eye, Head, etc. For each modality, there are articulation codes

which decompose the social cues elicited by participants into ba-

sic elements. Articulations are coded as explicit or implicit, where

explicit signals refer to those explicitly reported by participants

during the post-interaction retrospective think-aloud process, and

implicit signals are those observed but not verbally acknowledged

by participants. Due to the nuances of Gesture and Verbal, we

further developed feature codes describing their detailed char-

acteristics. A complete description of our codebook is as follows.

Some of the most frequently used codes are illustrated in Figure 3.

• Gesture

– Articulation codes for Gesture are unique gesture names,

including waving gestures (e.g., dismissive wave, beckoning
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(a) Dismissive Wave (b) Beckoning Wave (c) Wave (d) Palm to Stop the Robot

(e) Finger Point (to Different Targets) (f) Palm Point (to Different Targets) (g) OK

(h) Thumb Up (i) Thumb Down (j) Lean Back (k) Lean Towards the Robot

Figure 3: The figure illustrations of some common codes in the Gesture modality.

wave, wave), pointing gestures (e.g., palm point across the
table, palm point to the place for the drink, finger point
to partner) and others (e.g., palm to stop the robot, hold
the drink, thumb up). Note that multiple gestures may be

used in one social cue, so each code is treated as a binary

variable.

– Feature codes of Gesture further describe characteris-

tics that apply to any gesture. This includes handedness
(near-side hand/far-side hand), number-of-hands (single
hand/both hands), hand height (lower than table level/not

lower than table but lower than head level/head level/above

head level), repetition (repetition/no repetition).

• Verbal

– Articulation codes for Verbal include the exact content
and speech act [78] of the content (declarative, interroga-
tive, imperative, exclamative, or short interjections).

– Feature codes for Verbal include volume (decrease/no

change/increase, compared with the chatting volume), un-
clear reference (exist/not exist), and politeness. To mea-

sure politeness, we adopted the features in politeness R
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package
6
which is built upon previous research on com-

putational linguistics [8, 14, 94], and manually selected 9

features that are applicable in HRI scenario as our codes:

Apology, Could You, First-Person Plural, Gratitude, Hello,
Please, Positive Emotion, Reasoning, Subjectivity, and Sub-
jectivity.

• Eye. Articulation codes for Eye are defined based on the gaze

target: turn to the robot, turn to the drink (further divided

into turn to the wrong drink, turn to the correct drink), turn to
across the table and turn to the place for the drink.

• Head. Articulation codes for Head are divided into two

parts: 1) head motions that are caused by eye gaze, including

turn to robot, turn to drink (further divided into turn to wrong
drink, turn to correct drink), turn to across the table, turn to
the place for the drink. 2) Head motions that are irrelevant to

gaze, including shake, nod, jaw point to across the table and
turn to the side.

• UpperBody. Articulation codes for UpperBody include lean
away from the robot, lean towards the robot, lean back.

• LegAndFoot. Articulation codes for LegAndFoot include

stamp, foot draw circle, foot draw line, kick away.
• Facial. Articulation codes for Facial include purse the lips,
frown, raise eyebrow and smile.

For subsequent analysis, we define a unique social cue as a

unique set of articulations from all modalities in our codes.

3.3.2 Statistics. Our study was a mixed design with two within-

subjects variables (ConversationRole and Referent) and one

mixed-design variable (RobotMorphology). The dependent vari-

ables are the modalities (Modality) and the feature codes (Gesture

and Verbal) of human social cues. We analyzed the Referent vari-

able with the statistical distributions and the agreement rates, and

fitted Cumulative Link Mixed Models to assess the effects of Con-

versationRole and RobotMorphology on the Modality, Gesture

and Verbal features of human social cues.

Agreement Rate (AR). To understand participants’ consensus

on each Referent representing their intentions, we calculated

agreement rates for all unique cues. As introduced in [61, 89], the

agreement rate for each referent 𝑟 is calculated with the following

function:

𝐴𝑅(𝑟 ) = |𝑃 |
|𝑃 | − 1

∑︁
𝑃𝑖⊆𝑃

(
|𝑃𝑖 |
𝑃

)
2

− 1

|𝑃 | − 1

, (1)

where 𝑃 is the set of all social cues elicited for the referent 𝑟 , and 𝑃𝑖 is

the 𝑖𝑡ℎ subset of identical codes in 𝑃 . The margins for interpretation

are ≤ 0.1 for low agreement, 0.1 < 𝐴𝑅 ≤ 0.3 for medium agreement,

0.3 < 𝐴𝑅 ≤ 0.5 for high agreement, and 𝐴𝑅 > 0.5 for very high

agreement [89].

Statistical Analysis. We employed Cumulative Link Mixed Mod-

els fitted with the adaptive Gauss-Hermite quadrature approxima-

tion to assess the effects of RobotMorphology and Conversa-

tionRole [12] on the Modality, Gesture and Verbal features of

human social cues. Following the practice of [3], we treated par-

ticipants and Referent as a random effect since we regard the

6
https://cran.r-project.org/web/packages/politeness/vignettes/politeness.html#politeness-

features

referents as samples from the common human-robot interactions in

the coffee chat scenario. The baseline for the ConversationRole

variable was set to listener . Since the location coefficients may vary

in p-values for different baselines chosen for the RobotMorphol-

ogy variable, we expanded RobotMorphology to four dummy

variables aerial technical, grounded technical, anthropomorphic, and
zoomorphic with levels 0, 1 to compare the effects of each robot

morphology. The following cumulative link mixed model was fitted

to the dependent variable 𝑌 (Modality, Gesture or Verbal features

of human social cues):

logit(𝑃 (𝑌𝑖 ≤ 𝑗)) = 𝜃 𝑗 + 𝛽1 (ConversationRole𝑖 )
+ 𝛽2 (aerial technical𝑖 ) + 𝛽3 (grounded technical𝑖 )
+ 𝛽4 (anthropomorphic𝑖 ) + 𝛽5 (zoomorphic𝑖 )
+ 𝛾1 (ConversationRole𝑖 × aerial technical𝑖 )
+ 𝛾2 (ConversationRole𝑖 × grounded technical𝑖 )
+ 𝛾3 (ConversationRole𝑖 × anthropomorphic𝑖 )
+ 𝛾4 (ConversationRole𝑖 × zoomorphic𝑖 )
+ 𝑢 (Referent𝑖 ) + 𝑣 (participant𝑖 ),

(2)

where 𝑖 = 1, . . . , 78, and 𝑗 represents the ordinal level of the de-

pendent variable 𝑌 . To analyze the statistical significance of each

model term, we applied forward selection with likelihood-ratio

chi-squared tests [12] for each pair of models with progressive

complexities.

3.4 Interview Data Analysis

All the video-recorded interviews are transcribed into text. Three

researchers first independently read and watched the videos of

the retrospective think-aloud and the interview process and famil-

iarized themselves with 12 out of 24 experiments. Alongside the

analysis, each researcher also referred to the corresponding videos

where particular social cues were used. The whole research group

then identified major themes focusing on participants’ rationales

in choosing their social cues through rounds of discussions. Due to

the qualitative nature of the data, we did not conduct an inter-rater

reliability check [54]. Instead, we ensured the reliability of the anal-

ysis through both independent coding and cross-checking among

the research team.

4 Result

4.1 Overall Statistics of Social Cues

We analyzed 624 observed (explicit + implicit) social cues (= 24 par-

ticipants × 2 sessions ×13 referents) from participants’ first choice

to signal the service robot. We coded 3, 387 modality articulations,

3, 318 gestural features, and 823 verbal features. Figure 4 presents

the distributions of Modality by each referent. Overall, the most

frequently used modalities are Eye (94.71%), Gesture (85.42%), and

Head (84.78%). Verbal (33.97%) and UpperBody (10.58%) follow,

while LegAndFoot (1.12%) as well as Facial (0.64%) are not de-

picted in the figure due to their relatively low frequency of use. The

most frequently used explicit modalities are Gesture (83.81%) and

Verbal (33.97%), while the most frequently used implicit modalities

are Eye (86.38%) and Head (76.44%). When checking by referents,

we can observe that Signal Awareness usually involves frequent
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0 20 40
Gesture

Signal Awareness
Signal the Robot to Serve Partner

Do Not Provide Feedback
Interrupt

Signal Wrong Drink
Signal Emergency Stop
Indicate Drink Position

Signal to Prevent Drink Spilling
Provide Bad Feedback

Dismiss
Call Over

Signal the Robot to Collect Cup
Provide Good Feedback

0 20 40
Verbal

0 20 40
Eye

0 20 40
Head

0 20 40
Upper Body

Explicit (Deep Color) Implicit (Light Color)

Figure 4: Explicit (dark) and implicit (light) Modality usages by Referent.

usage of explicit Eye (31/48) and explicit Head (27/48), with few

usages of Verbal (2/48). Signal Emergency Stop usually involves

significantly more usage of UpperBody (17/48) modality. Besides,

Signal Wrong Drink shows more usage of Verbal (28/48), possibly
because this referent inherently carries more complex semantics.

We counted the number of unique social cues elicited by partici-

pants and listed the calculated agreement rates (𝐴𝑅(𝑟 )) by each ref-

erent 𝑟 for both observed cues and explicit cues, as shown in Table 4.

The agreement rates range from 0.02 (low agreement, 𝐴𝑅 ≤ 0.1)

to 0.23 (medium agreement, 0.1 < 𝐴𝑅 ≤ 0.3) for observed cues

and from 0.03 (low agreement, 𝐴𝑅 ≤ 0.1) to 0.30 (medium agree-

ment, 0.1 < 𝐴𝑅 ≤ 0.3) for explicit cues. The rather low agreement

rates suggest the potential effects of the other two IVs and the

complexity of expressing the corresponding intentions through

social cues, given the diverse combinations of articulations. Despite

the low agreement rates, we still observed patterns of social cue

articulations from the top 3 cues for each referent in Table 4. Refer-

ent Signal Awareness frequently includes head gaze and beckoning

waves (Figure 3b). Referent Signal the Robot to Serve Partner em-

phasizes pointing gestures towards the table’s opposite side, where

most pointing gestures were pointing with an open palm (Figure 3f)

to show politeness. Referents Do Not Provide Feedback and Interrupt
often feature dismissive wave (Figure 3a) or wave (Figure 3c) ges-
tures to express “no” and dismissive intention to the robot waiter.

Referent Signal Wrong Drink involves wave to say “wrong” with

additional gestural or verbal explanations. For referent Signal Emer-
gency Stop, participants use palm to stop the robot (Figure 3d), often
with verbal imperatives. Referent Indicate Drink Position highlights

pointing and tapping for drink placement. Referent Signal to Prevent
Drink Spilling shows participants often hold the drink, sometimes

with verbal cues, showing that participants would like to correct

the drink themselves rather than asking the robot to do so. Partici-

pants use thumb down (Figure 3i) and declarative words to express

negative sentiments when they Provide Bad Feedback. The gesture
dismissive wave is common for the referent Dismiss, and the ref-

erent Call Over involves more beckoning wave, which are aligned

with the referent meanings. Referent Signal the Robot to Collect Cup
relies on pointing to the opposite side, and Provide Good Feedback
combines thumb up (Figure 3h) gestures with verbal declarative.

4.2 Effects of RobotMorphology and

ConversationRole On Social Cues

Due to the large number of dependent variables from social cue

codes, we only present significant results from the statistical analy-

sis of the effects on independent variables RobotMorphology or

ConversationRole on different modalities, modality articulations,

and main modality features in the following sections.

4.2.1 Modality. No significant effect of ConversationRole or

RobotMorphology on the use of Gesture or Head was found in

the mixed model analysis, and since the labels are rare for LegAnd-

Foot and Facial, we did not include them in the analysis. The

effects of ConversationRole and RobotMorphology on the use

of Verbal, Eye and UpperBody are summarized in Table 5 and

presented below.

Verbal. During the coffee chat, participants chose to talk to the

robot waiter among 25.96% of their social cues in the listener session,
and participants chose to use verbal among 41.99% of their social

cues in the speaker session. The LR test for the mixed models shows

a significant effect on ConversationRole (𝐿𝑅 = 40.091, 𝑝 < 0.001)

and aerial technical (𝐿𝑅 = 4.445, 𝑝 < 0.05) respectively, and the

interaction effect of ConversationRole and aerial technical is also
significant (𝐿𝑅 = 9.316, 𝑝 < 0.01). The positive and significant coef-

ficients of speaker (1.137, 𝑝 < 0.01) and speaker × aerial technical
(2.855, 𝑝 < 0.01) suggest that participants are more likely to include

verbal cues in the speaker session than in the listener session. The
interaction effect of speaker × aerial technical (2.855, 𝑝 < 0.01) indi-

cates that the aerial technical robot amplifies verbal cue usage only

in the speaker session: participants used verbal cues 56.4% of the

time with the aerial technical robot versus 37.2% with non-aerial
technical robots.
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Table 4: Top observed and self-reported cues by referents, where 𝐴𝑅(𝑟 ) stands for the agreement rate of the referent.

Referents

Observed (Explicit + Implicit) Self-Reported (Explicit)

𝐴𝑅(𝑟 ) Top 3 Cues 𝐴𝑅(𝑟 ) Top 3 Cues

Signal Awareness 0.19

Head gaze turn to robot (33%)

0.18

Head gaze turn to robot (35%)

Head gaze turn to robot + beckoning wave

(27%)

Beckoning wave (21%)

Head gaze turn to robot + nod (8%)

Head gaze turn to robot + beckoning wave

(10%)

Signal the Robot to Serve
Partner

0.06

Head gaze turn to robot and the correct

drink + palm point to the opposite side of

the table (23%)

0.09

Palm point to the opposite side of the table

(27%)

Head gaze turn to robot and the correct

drink + verbal (imperative) + palm point

to the opposite side of the table (6%)

Palm point from robot to the opposite side

of the table (12%)

Head gaze turn to robot and the correct

drink + palm point from robot to the op-

posite side of the table (6%)

Finger point to the opposite side of the table

(10%)

Do Not Provide Feedback 0.03

Glance at robot + wave hand (10%)

0.07

Dismissive wave (17%)

Head gaze turn to robot + dismissive wave

(10%)

Wave hand (15%)

Glance at robot (8%) (Do nothing) (10%)

Interrupt 0.02

Head gaze turn to robot + dismissive wave

(13%)

0.05

Dismissive wave (15%)

Head gaze turn to robot + show palm to stop

the robot (8%)

Show palm to stop the robot (13%)

Head gaze turn to robot + wave hand + ver-

bal (declarative) (6%)

Wave hand + verbal (declarative) (8%)

Signal Wrong Drink 0.02

Head gaze turn to robot and thewrong drink

+ wave hand + dismissive wave (10%)

0.03

Wave hand (10%)

Head gaze turn to robot and wrong drink +

verbal (declarative) (8%)

Wave hand + dismissive wave (10%)

Head gaze turn to robot and wrong drink +

wave hand + verbal (declarative) (6%)

Wave hand + verbal (declarative) (8%)

Signal Emergency Stop 0.04

Head gaze turn to robot + show palm to stop

the robot (19%)

0.07

Show palm to stop the robot (21%)

Head gaze turn to robot + lean away from

the robot (8%)

Show palm to stop the robot + verbal (im-

perative) (15%)

Head gaze turn to robot + show palm to stop

the robot + verbal (imperative) (6%)

Show palm to stop the robot + verbal (declar-

ative) (6%)

Indicate Drink Position 0.03

Head gaze turn to robot and the correct

drink + palm point to the place for the drink

+ tap the table (15%)

0.11

Palm point to the place for the drink + tap

the table (23%)

Head gaze turn to robot and the correct

drink + head gaze turn to and palm point to

the place for the drink (6%)

Palm point to the place for the drink (23%)
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Table 4. Top cues by referents, where 𝐴𝑅(𝑟 ) stands for the agreement rate of the referent. (continued)

Referents

Observed (Explicit + Implicit) Self-Reported (Explicit)

𝐴𝑅(𝑟 ) Top 3 Cues 𝐴𝑅(𝑟 ) Top 3 Cues

Head gaze turn to the robot and the correct

drink + palm point to the place for the drink

(6%)

Finger point to the place for the drink + tap

the table + verbal (imperative) (6%)

Signal to Prevent Drink
Spilling 0.17

Head gaze turn to robot and the correct

drink + hold the drink with hand (42%)

0.30

Hold the drink with hand (54%)

Head gaze turn to robot and the correct

drink + hold the drink with hand + verbal

(imperative) (6%)

Hold the drink with hand + verbal (short

exclamation)(6%)

Head gaze turn to robot and the correct

drink + hold the drink with hand + verbal

(declarative) (6%)

Hold the drink with hand + verbal (impera-

tive) (6%)

Provide Bad Feedback 0.04

Head gaze turn to robot + thumb down (15%)

0.07

verbal (declarative) (19%)

Head gaze turn to robot + verbal (declara-

tive) (8%)

Thumb down (17%)

Head gaze turn to robot + wave hand (6%) Wave hand + dismissive wave (6%)

Dismiss 0.23

Head gaze turn to robot + dismissive wave

(48%)

0.20

Dismissive wave (44%)

Head gaze turn to robot + show palm to stop

the robot (6%)

Show palm to stop the robot (8%)

(Do nothing) (4%)

Head gaze turn to robot + dismissive wave

(6%)

Call Over 0.16

Head gaze turn to robot + beckoning wave

(40%)

0.19

Beckoning wave (42%)

Head gaze turn to robot + beckoning wave

+ verbal (imperative) (8%)

Beckoning wave + verbal (imperative) (13%)

Head gaze turn to robot + beckoning wave

+ lean back (4%)

Beckoning wave + verbal (declarative) (6%)

Signal the Robot to Collect
Cup 0.02

Head gaze turn to robot + palm point to the

opposite side of the table + verbal (impera-

tive) (10%)

0.04

Palm point to the opposite side of the table

(15%)

Head gaze turn to robot + palm point to the

opposite side of the table (8%)

Palm point to the opposite side of the table

+ verbal (imperative) (13%)

Head gaze turn to robot + head gaze turn to

the opposite side of the table + palm point

to the opposite side of the table (8%)

Finger point to the opposite side of the table

(8%)

Provide Good Feedback 0.10

Head gaze turn to robot + thumb up (23%)

0.26

Thumb up (46%)

Head gaze turn to robot + thumb up + verbal

(declarative) (17%)

Thumb up + verbal (declarative) (21%)

Glance at robot + thumb up (15%) verbal (declarative) (10%)



Signaling Human Intentions to Service Robots CHI ’25, April 26–May 01, 2025, Yokohama, Japan

Eye. The proportion of observed social cues that include the

eye gaze of each RobotMorphology is 96.15% for aerial technical,
98.08% for anthropomorphic, 96.79% for grounded technical, and
87.82% for zoomorphic. Among the four RobotMorphologys, the

LR test for the mixed models shows a significant effect on the use

of eye gaze (𝐿𝑅 = 18.212, 𝑝 < 0.001). Participants are less likely to

glance at the robot waiter when it is zoomorphic (−1.808, 𝑝 < 0.001),

possibly due to the height of this robot not being in the normal

height of human sight.

UpperBody. Participants rarely move their bodies during the

coffee chat. Among all observed social cues, only 8.33% movement

of upper bodies for aerial technical, 6.41% for anthropomorphic,
4.49% for grounded technical, and 23.08% for zoomorphic. The effects
of zoomorphic on the use of upper body movement are significant

(𝐿𝑅 = 34.596, 𝑝 < 0.001). Participants move their upper bodies

more when interacting with the zoomorphic robot waiter (2.170, 𝑝 <

0.001), possibly for bending over to interact with it (19.23%).

4.2.2 Gesture Feature. Among all coded Gesture features, the

ConversationRole has significant effects on repetition and number-
of-hands, while aerial technical and zoomorphic both have a signif-

icant effect on hand height. None of the ConversationRole or

four types of RobotMorphology has significant effects on other

Gesture features. The results are summarized in Table 6.

Gesture - repetition. The proportion of Gesture with repetition

in the listener session is 46.79%, and the proportion of Gesture

with repetition in the speaker session is 51.28%. The proportion of

Gesture without repetition in the listener session is 39.42%, and the
proportion of Gesture without repetition in the speaker session
is 33.01%. The ConversationRole has a significant effect on the

use of Gesture with repetition (𝐿𝑅 = 4.829, 𝑝 < 0.05). When the

participants are in the speaker session, they are less likely to use

Gesture with repetition (−0.391, 𝑝 < 0.01), while they are more

likely to use repetitive Gesture as listener .

Gesture - hand height. The distribution of different hand height
for different RobotMorphology is as follows: aerial technical -
41.67% for between table and head, 32.05% for head level, and 13.46%

for above head. anthropomorphic - 3.21% for below table, 64.74%

for between table and head, 15.38% for head level, and 2.56% for

above head. grounded technical - 0.64% for below table, 73.72% for

between table and head, 9.62% for head level, and 0.64% for above

head. zoomorphic - 30.77% for below table, 50.64% for between table

and head, 1.92% for head level, and 0.64% for above head. The LR

test shows a significant effect on aerial technical (𝐿𝑅 = 44.537, 𝑝 <

0.001) and zoomorphic (𝐿𝑅 = 36.178, 𝑝 < 0.001). The heights of

participants’ hands are lower when interacting with zoomorphic
(−1.449, 𝑝 < 0.001) robots and higher when interacting with aerial
technical robots (𝐿𝑅 = 1.644, 𝑝 < 0.001), which is consistent with

the height of these robots.

Gesture - number-of-hands. The distribution of Gesture with

different number-of-hands used in the listener session is 75% for

single-handed gestures and 11.54% for two-handed gestures. The

distribution of Gesture with different number-of-hands used in

the speaker session is 77.24% for single-handed gestures and 7.05%

for two-handed gestures. The ConversationRole has a significant

effect on the number-of-hands (𝐿𝑅 = 5.478, 𝑝 < 0.05). Participants

are less likely to use gestures of two hands in the speaker session
(−0.539, 𝑝 < 0.05).

4.2.3 Verbal Feature. Among all coded Verbal features, Conver-

sationRole has significant effects on unclear reference, politeness
- Gratitude and politeness - Reasoning. For volume, the effects of
ConversationRole and zoomorphic are significant. A summary of

the effects of IVs on verbal features is presented in Table 7.

Verbal - unclear reference. An unclear reference is a deictic ex-
pression (e.g., this/that/here/there) whose real-world meaning de-

pends on the context. Among all the social cues, the proportion of

unclear reference in the listener session is 7.37%, and the proportion

of unclear reference in the speaker session is 12.50%. The LR test for

the mixed models shows a significant effect of ConversationRole

on the use of pronouns (𝐿𝑅 = 7.612, 𝑝 < 0.01). When the partici-

pants act as speaker , they are more likely to reference something

unclearly to the robot in their social cues (0.985, 𝑝 < 0.01).

Verbal - politeness words. For politeness word Gratitude, the re-
sult of the LR test shows a significant effect on ConversationRole

(𝐿𝑅 = 8.302, 𝑝 < 0.01) and grounded technical (𝐿𝑅 = 3.985, 𝑝 < 0.05).

2.88% of the social cues includes Gratitude words in their speech

content when the participants are the listener , and 7.05% of the

social cues includes Gratitude words when the participants are the

speaker . The speaker role uses significantly more Gratitude words
(1.487, 𝑝 < 0.01). Reasoning is another way of showing politeness,

and the ConversationRole also has a significant effect on the

use of Reasoning words (𝐿𝑅 = 7.661, 𝑝 < 0.01). 2.88% of the social

cues includes Reasoning words in their speech content when the

participants are the listener , and 6.41% of the social cues includes

Reasoning words when the participants are the speaker . As speaker ,
participants are significantly more likely to use Reasoning words

(1.508, 𝑝 < 0.05) in their social cues.

Verbal - volume. Both ConversationRole (𝐿𝑅 = 52.485, 𝑝 <

0.001) and zoomorphic (𝐿𝑅 = 8.294, 𝑝 < 0.01) have significant effects

on the verbal volume of the social cues. The coefficient of speaker
(1.622, 𝑝 < 0.001) shows that participants are more likely to use

higher volume in the speaker session. The coefficient of zoomorphic
(−0.855, 𝑝 < 0.01) shows that participants are more likely to use

lower volume when talking to the zoomorphic robot.

4.3 Interview

4.3.1 Considerations on Modality and Articulation. Generally, par-

ticipants would choose minimum articulations for their social cues

to guarantee efficiency and minimize cognitive load according to

the interview results. As most explicit social cues include Gesture

or Verbal modalities, we would mainly focus on the rationales for

choosing these two modalities in the following sections.

Gesture. For explicit cues mentioned in the interview, partici-

pants chose to use the Gesture modality the most when signaling

the robot waiter during the conversation (Section 4.1). The rationale

is that they are more familiar with the Gesture, and it is natural

and intuitive for them to use common gestures (U04, U09, U15, U22).

Many participants reckoned that the robot waiter should recognize
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Table 5: Regression coefficients for predicting Modality features using Cumulative Link Mixed Models with forward progressive

selection using likelihood-ratio Chi-squared tests. For each factor, the baseline is indicated in parentheses. In the table, ∗ ∗ ∗:
𝑝 < 0.001; ∗∗: 𝑝 < 0.01; ∗: 𝑝 < 0.05. “LR” stands for likelihood-ratio for model selection. Non-significant interaction terms are not

shown.

Modality Verbal Eye UpperBody

ConversationRole

speaker
(listener)

LR 40.091*** 0.554 2.693

coef 1.137** - -

RobotMorphology

aerial technical
(non-aerial technical)

LR 4.445* 1.261 0.742

coef -0.708 - -

anthropomorphic
(non-anthropomorphic)

LR 2.998 1.369 0.268

coef - - -

grounded technical
(non-grounded technical)

LR 0.463 0.002 0.166

coef - - -

zoomorphic
(non-zoomorphic)

LR 1.280 18.212*** 34.596***

coef - -1.808*** 2.170***

ConversationRole

× RobotMorphology

speaker × aerial technical
LR 9.316** - -

coef 2.866** - -

Table 6: Regression coefficients for predicting Gesture features using Cumulative Link Mixed Models with forward progressive

selection using likelihood-ratio Chi-squared tests. For each factor, the baseline is indicated in parentheses. In the table, ∗ ∗ ∗:
𝑝 < 0.001; ∗∗: 𝑝 < 0.01; ∗: 𝑝 < 0.05. “LR” stands for likelihood-ratio for model selection. Non-significant interaction terms are not

shown.

Gesture Feature repetition hand height
number-
of-hands

ConversationRole

speaker
(listener)

LR 4.829* - 5.478*

coef -0.391** - -0.539*

RobotMorphology

aerial technical
(non-aerial technical)

LR 0.530 44.537*** 0.012

coef - 1.644*** -

anthropomorphic
(non-anthropomorphic)

LR 0.214 0.876 0.725

coef - - -

grounded technical
(non-grounded technical)

LR 1.832 0.876 0.113

coef - - -

zoomorphic
(non-zoomorphic)

LR 2.509 36.178*** 1.719

coef - -1.449*** -

commonsense gestures like dismissive wave for “Go away”, beck-
oning wave for “Come”, and thumbs up or down for good or bad

feedback (U07, U21, U22). For more complex situations, some of

them assumed that the robot waiter should understand the con-

text and the intention behind the gestures (U04, U05, U22), such as

whether the pointing to a drink gestures mean that the robot should

offer the drink or collect the empty cup (U13, U19, U21, U23, U24),

or the wave gesture to express “No” or “Wrong”.

Verbal. Participants mentioned that they would use verbal cues

when they want to express their intentions clearly and efficiently

(U04, U07, U12). Some of them mentioned that they think gestures

cannot properly express some of their intentions, so they would use

verbal cues to clarify (U15, U19, U22); for example, theywould Signal
Wrong Drink with the wave gesture and the verbal cue “Fanta” to

the robot waiter with the wrong order. Meanwhile, U20 mentioned

that they were not used to speaking to the robot in public; thus,

they did not use verbal cues during the experiment.
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Table 7: Regression coefficients for predicting Verbal features using Cumulative Link Mixed Models with forward progressive

selection using likelihood-ratio Chi-squared tests. For each factor, the baseline is indicated in parentheses. In the table, ∗ ∗ ∗:
𝑝 < 0.001; ∗∗: 𝑝 < 0.01; ∗: 𝑝 < 0.05. “LR” stands for likelihood-ratio for model selection. Non-significant interaction terms are not

shown.

Verbal Feature

unclear

reference

politeness -

Gratitude
politeness -

Reasoning volume

ConversationRole

speaker
(listener)

LR 7.612** 8.302** 7.661** 52.485***

coef 0.985** 1.487** 1.508* 1.622***

RobotMorphology

aerial technical
(non-aerial technical)

LR 0.040 0.631 1.394 1.193

coef - - - -

anthropomorphic
(non-anthropomorphic)

LR 1.428 0.351 2.924 <0.001

coef - - - -

grounded technical
(non-grounded technical)

LR 0.279 3.985* 0.936 1.163

coef - -1.659 - -

zoomorphic
(non-zoomorphic)

LR 3.009 0.045 0.091 8.294**

coef - - - -0.855**

Other Modalities. We also asked participants about their eye gaze

if we noticed that their gaze turned to the referent-related objects

or the robot waiter during the conversation. Most participants said

their gaze unconsciously followed their social cues (U01, U11, U22).

Some mentioned that they were attracted by the robot waiter’s

movement even if they did not intend to signal it (U06, U09, U12).

Some said they kept looking at the robot waiter to make sure it

understood their signals and did not do anything unexpected (U05,

U11, U18). The Head modality mainly goes with gaze, or some par-

ticipants would nod to Signal Awareness or Provide Good Feedback
to the robot (U01, U03, U08, U16, U20). As for other modalities,

participants mentioned that they would prefer not to use Facial

to signal the robot waiter since they thought it was not socially

appropriate (U06, U11, U15) or they felt it was difficult to detect

(U17, U21), and only a few participants mentioned smiling, raising

their eyebrows, or blinking to signal awareness or confirmations to

the robot waiter (U17, U20). And they would not use LegAndFoot

to signal the robot waiter since they were sitting and did not have

the habit of using their legs or feet to signal others (U20, U22), and

U21 felt it was not socially appropriate to use LegAndFoot. The

only participant (U15) using LegAndFoot mentioned that they had

an experience participating in a project that collected their foot

signals, and it reminded them to use their legs to signal the robot

waiter.

4.3.2 Conversation Role. Participants generally felt more cogni-

tively demanding when they were the speaker in the conversation,

so they would choose the most simple social cue or even ignore

the robot to avoid distractions when they were in the middle of

presenting something to the potential employers (U19, U24). Some

participants mentioned that they would use more verbal cues when

they were the speaker in the chat interrupted by the robot waiter

(U03, U05, U07, U08, U10). Since they managed the conversation

flow, when they could pause the topic, they quickly clarified their

intentions to the robot waiter with simple commands. Compared to

gesturing, some of them felt speaking was a more straightforward

way to instruct the robot and minimize distractions since they were

speaking and did not worry about interrupting the potential em-

ployers in the conversation (U07, U08). As for the listener session,
many participants mentioned that they would avoid speaking to the

robot waiter to avoid interrupting the conversation, and they would

use more complex gestures to signal the robot waiter since they

felt that they could leave the conversation for a little while to settle

down the robot interruptions when they were not talking in the

coffee chat (U07, U08, U19, U21). Nevertheless, a few participants

mentioned that they would still use verbal cues when they were the

listener in the conversation (U02, U06). They would turn down their

volume to quickly instruct the robot waiter in the listener session,
while they said that they did not have the cognitive load to use

verbal cues to signal the robot in the speaker session. Overall, some

participants mentioned that they thought it was more appropriate

for the robot to find the right people who were not speaking to

interact with if the waiter had to interrupt the conversation (U09,

U14, U22).

4.3.3 Robot Perception. The aerial technical and grounded techni-
cal robot waiters were perceived as machines or tools (U08, U12),

zoomorphic was perceived as more playful to attract customers

(U12, U17), and anthropomorphic was perceived more like a human

waiter (U07, U20). U18 said they would be more strict with the

anthropomorphic robot since they thought if the robot looked like

humans and did not perform the tasks as well as humans, then

it would disappoint them. Given their different perceptions, most

participants did not think that the appearance of the robot waiter

would affect their choice of social cues, but only the physical prop-

erties such as heights or, more specifically, the sensor positions

would affect their social cues (U07, U08, U10, U19, U21, U22, U24).

For example, they perceived that the cameras of the robot waiters



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Lyu, et al.

were in the front or on the “face”, so they would gesture at a higher

position to aerial technical and anthropomorphic robots, and blend

over to gesture at a lower position to the zoomorphic robot (U21,
U22, U24). Similarly, some of them felt that the robot waiter could

not “hear” them clearly if their perceived microphones of the robot

were too far away, so they either chose not to use verbal cues un-

less the robot was closer (U11) or leaned their bodies to get closer

to the robot waiter to speak to it (U13, U22, U23). Moreover, the

participants’ perceptions of the robots’ capability and intelligence

would also affect their behaviors during the interaction. Many par-

ticipants complained about the interruptions caused by the robot

waiter, which reduced their willingness to interact with the robot

(U01, U11). Some thought the robot waiter was not responding to

their social cues, so they may repeat their cues several times or do

the job themselves instead of signaling the robot to do it (U13, U14).

Some participants mentioned that they felt the robot waiter was not

intelligent enough to understand their social cues, so they would

use more explicit cues to signal the robot waiter (U02, U13). Given

an emergency error on purpose in our referents (Signal Emergency
Stop), only one participant (U11) mentioned feelings of unsafe when

interacting with the aerial technical robot during the experiment

due to the experience with an unsteady drone. That participant

kept a safe distance while interacting with the aerial technical robot.
This suggests that although some participants mentioned that they

might change their behavior if the robot waiters become more dan-

gerous (U11, U20), most participants may feel safe when interacting

with them during the experiment.

4.3.4 Social Context. Most participants would consider the polite-

ness and the social appropriateness of their social cues. For the

Gesture modality, they would not use the dismissive wave or finger
pointing to the direction of the two potential employers to avoid

misunderstanding (U19, U20, U22). Some of them would hide their

gestures below the table or near their body to signal the robot

inconspicuously (U01, U12, U19). For the Verbal modality, some

participants would cover their mouth and whisper to the robot

to avoid interrupting the speakers (U05, U19, U22), and one (U16)

hoped that the robot waiter could read their lip so that they could

signal the robot without speaking out loud. Some of them said that

they would use polite words to instruct the robot waiter either

because they politely treat the robot waiter the same as human

waiters (U05, U11, U12, U14, U21), or because they want to show

their etiquette in front of two potential employers (U12, U20), while

some took the robot waiter as a machine or a tool and thus use

simple and direct words to instruct the robot waiter (U02, U06, U15,

U19, U24). Despite the simulated social scenario in our experiment,

participants generally reflected that the chosen public space was

appropriate for a coffee chat (U04, U05, U07, U08, U09, U14, U15,

U17, U21, U22, U23), while some (U08, U13, U18) mentioned that the

environment was quieter than coffee chats they experienced and

some (U11, U12) said they would adjust the volume and subtlety of

their social cues according to the background music or noise level

of the environment.

4.3.5 Other Rationale and Comment. Participants mentioned per-

sonal reasons for choosing some social cues, for example, some

were more introverted, so they would choose inconspicuous cues

to signal the robot waiter and avoid speaking (U07, U12, U20), and

some may prefer ignoring the robot waiter in most cases to avoid

interruptions and distractions (U02, U03). Some participants kept

using similar gestures for different referents based on their habits;

for example, U08 waved his hand in all dimensions throughout both

sessions, and U22 used the same palm to stop the robot gesture for a
large portion of referents. Several participants said they preferred

to rate on a touch screen rather than use social cues to signal the

robot waiter (U02, U06, U19, U23), and some hoped there were

buttons on the table so that they could press to call over the robot

waiter (U16, U17) or specify the service type (U10).

5 Discussion

5.1 Considerations on Human Social Cues for

HRI in Social Contexts

Our work provides empirical insights showing how human percep-

tions of robots, the primary task, and social context affect human

social cues in human-robot side interactions. We discuss the impli-

cations and generalizations of our findings from the perspectives

of humans, robots, and the social context.

5.1.1 Choice of Social Cues and Human Intention. Social cues are

usually the most efficient way of communication when interacting

with a service robot as a side task, according to the qualitative

results in Section 4.3.1. Our participants’ top explicit choices of

Gesture and Verbal modalities are consistent with the common

channels of human conversational interaction [72]. We identified

some frequently used articulations of explicit cues, such as point-

ing, waving, and imperative sentences. We found people may use

similar gestures for different intentions and expect the robot to

understand the context to disambiguate the intentions. At the same

time, there were also variances in their choice of social cues accord-

ing to personal habits and preferences. These findings suggest that

the design of social service robots should consider the common

patterns of human social cues to understand user intentions, as

well as individual differences in human social behaviors to provide

personalized services.

5.1.2 Perception on Robot. Interview analysis (Section 4.3.3) indi-

cates that robot morphology does not directly determine social cue

selection but shapes interaction behaviors through user perceptions.

The reported influences of perceptions mainly lie in the following

dimensions: perceived physical capability, perceived safety, and

perceived intelligence, which are consistent with [4] that robot

morphology and behavior are two main factors that affect human

perceptions (i.e., anthropomorphism, animacy, likability, perceived

intelligence, and perceived safety) of robots.

Perceived Physical Capability. The interview results show that

participants’ assumptions about the robots’ physical embodiments

and capabilities may affect their behaviors and social cues. Their

assumptions usually follow common anthropomorphic patterns. Par-
ticipants inferred sensor placement (e.g., cameras as “heads” for

anthropomorphic and grounded technical robots vs. front-facing for

zoomorphic and aerial technical designs) based on perceived embod-

iments and capabilities, influencing social cue adjustments. These

findings align with [65] that the morphology shapes a user’s expec-

tations of the robot’s functioning, and they can be further connected

to the choice of social cues, such that participants adjust their social
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cues based on the perceived robot’s physical capability to make the

interactions effective. Our quantitative results verify that the robot

morphology has significant effects on hand height, volume, and
upper body motion (Section 4.2). These findings highlight the impor-

tance of sensor design and the alignment of robot capabilities with

users’ assumptions. To collect valid and high-quality human social

cues for better recognition and understanding, sensor placements

should align with user expectations or be explicitly communicated

to ensure effective interaction.

Perceived Safety. According to the participants’ familiarities with

the fourmorphologies (Section 3.2.1) and the interview (Section 4.3.3),

most participants have heard of the four morphologies of social

service robots, and many of them have interacted with them in

canteens, hotels, or other places for entertainment before. Partici-

pants’ general positive experience with these service robots and the

virtual prototyping of the robots in the experiment may contribute

to most participants’ feeling safe in the experiments (Section 4.3.3).

Nevertheless, safety perceptions emerged through proxemic adjust-

ments: 8% of participants exhibited leaning behaviors during Signal
Emergency Stop interactions (Table 4), while aerial technical robots
elicited increased UpperBody cues. These findings complement the

design of Mandal and Baraka [49] that robots can utilize the human

proxemics as a corrective feedback signal. To better understand

how each robot morphology affects human perceived safety and the

choice of social cues, future research can consider explicitly asking

participants about their perceptions of each robot morphology’s

safety, given their experience with the robots, and examining the

relationship between the perceived safety and the choice of social

cues.

Perceived Intelligence. The interview results show that partici-

pants’ perceptions of the intelligence of the robots may influence

human’s willingness to interact with the robot, i.e., they may show

more impatient behaviors in their explicit or implicit social cues.

From appearance only, the anthropomorphic robots are expected
to be more intelligent than zoomorphic, grounded technical and
aerial technical robots according to the interview (Section 4.3.3).

However, if their behaviors are not aligned with the participants’

expectations of their intelligence, they may become more impatient

when interacting with them. The variation of perceived intelligence

is aligned with the findings from Tusseyeva et al. [88]’s survey.

Therefore, it is important to design the robot behaviors to match

the participants’ expectations of their intelligence to maintain the

participants’ willingness to interact with the robots.

5.1.3 Primary Task and Social Context. The primary task and social

context also affect human social cues in human-robot side inter-

actions. People may adjust their social cues based on the primary

task they are engaged in, as well as the social context they are

in. According to our qualitative results (Section 4.3.4), three main

factors play important roles in the choice of social cues: their cogni-

tive load, social attention received, and the social appropriateness

of the cues. The significantly more choice of Verbal cues in the

speaker condition (Section 4.2.1), as well as the significantly more

complex Gesture (repetition in Section 4.2.2, and handedness in
Section 4.2.2) in the listener condition, may be due to the higher

cognitive load in the speaker condition according to the interview.

Thus, highly mentally demanding tasks may lead to simpler and

more direct social cues to avoid distractions. At the same time,

people usually choose more socially appropriate cues, especially

when they receive more social attention, echoing the results of

significantly more politeness words chosen in the speaker session
(Section 4.2.3). Therefore, social service robots need to understand

the interaction context, including the surrounding environment,

the primary task, and the social context, to provide appropriate

services and receive detailed instructions and feedback from the

users. In situations that require immediate human responses, social

service robots need to be equipped with the ability to understand

users’ intentions, given the minimum set of social cues.

5.2 Design Implications for Social Service Robot

Interactions

5.2.1 Robot Approaching Strategy. People’s general unwillingness

to interact with the robot waiter in the speaker session and com-

plaints about the interruptions of the robot waiter suggest that the

approaching strategy is important for the robot to initiate interac-

tions with users (Section 4.3.3). The robot should find the right time

to serve the users, especially when they are engaged in their main

tasks. In terms of the conversation in our work, the pauses between

conversation turns may be good timing for the robot to approach

the users according to the previous HRI research [62, 66]. Never-

theless, in cases that require immediate human feedback, finding

the right person to interact with when serving a group of people

is also important to minimize the interruption. The cognitive load

of the users discussed in Section 5.1.3 suggests that it is better for

the robot to approach the person who is less involved in the pri-

mary task, where detecting human’s cognitive load is a potential

challenge and future design considerations.

5.2.2 Human Social Cue Processing. The general patterns of ex-

plicit and implicit human social cues (Section 4.1) suggest that the

robot should be able to process all modalities of cues to better un-

derstand human intentions. The robot should be able to deduce

the human willingness to interact, the instructions they signaled,

and the feedback they provided. The main challenge would be

learning the commonsense semantics of human social cues and dis-

tinguishing similar social cues in different contexts (Section 4.3.1).

One potential consideration based on our findings is that the robot

should be able to learn from implicit cues, such as gaze direction

or implicit facial expressions, to disambiguate human intentions,

emphasize the important parts, and determine the scope of human

feedback. These implicit cues for robots are functioning as express-

ing emotion and sending relational messages according to [92],

which are important parts of human social communications and

necessary to be considered in the robot design in human social cue

processing.

5.2.3 Robot Response. When it receives human social cues and

understands human intentions, the robot should be able to respond

appropriately to human needs. According to the interview, a slow

response will increase the participants’ impatience and decrease

their willingness to interact with the robot (Section 4.3.3), which

aligns with [38]. The robot should be able to respond in a timely and

socially appropriate manner to maintain human engagement and in-

teraction. The response should be intuitive and easy to understand
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while guaranteeing minimum interruptions to humans. Moreover,

the robot should be able to respond to human feedback and instruc-

tions and take appropriate actions to fulfill human needs, which

highly depends on the recognition and disambiguation of human

social cues. Strategies to repair potential failures are also important

considerations. On the one hand, when intention recognition fails,

the service robot may need to initiate additional interactions with

humans to confirm. On the other hand, the interruptions caused

by the social service robot service can annoy the users. How the

service robot repairs the relationship with the users to regain their

trust [18] after undesirable situations is also a key consideration

for the robot response strategy.

5.3 Limitation and Future Work

Our work has several limitations. First, we used an augmented

reality (AR) headset to simulate the robot waiter in the given social

context. Previous study [36] suggests the potential of using AR

simulations in experiments that require high controllability and

comparable personal spaces and human behaviors towards virtual

and real robot prototypes. Thus, using AR to simulate robots or

other experiment settings is a good choice for prototype experiment

settings to provide insights into understanding users’ behavior and

implicating the designs. Still, real tests on robots or products are

needed to ground the results in real-world applications. Second,

our study had a relatively small sample size. As a result, the inde-

pendent and identically distributed sample size for each unique

condition is small, making it insufficient for a statistical test of

the independence between conditions in the same independent

variable. Instead, we relied on the mixed effect analysis of each

variable (given a large enough overall sample size with repeated

measures) and qualitative analysis of the interview to understand

how different factors may affect human decisions and rationales for

choosing social cues to signal the robot in the scope of this paper.

Third, the participants were mainly students from local universi-

ties, which may limit the generalizability of the results to other

populations, such as older adults who are less active in different

body parts [5, 60] or people from a different culture. Fourth, due

to the complexity of the social context, we focused only on one

scenario of social interaction (i.e., coffee chat), which may not cover

all referents and the corresponding social cues in other scenarios

involving service robots. In addition, according to the suggestions

of our pilot study participants, we chose the sitting pose for their

comfort, which may limit the use of cues involving lower limb

motion, whole body movement, or change in proximity.

Future work may recruit a larger number of participants from

more diverse backgrounds to explore the influence of various per-

sonal and cultural factors in human-robot communication. Further

exploration may consider adding standing pose, other social ar-

rangements, and richer service scenarios to acquire a more compre-

hensive understanding of human interactions with robots in the

social context. Processing and learning from the collected social

cue data is another potential direction for future work, aiming to

equip service robots with the ability to understand and tackle users’

preferences and needs in real contexts.

6 Conclusion

This work aims to gain empirical insights into how robot mor-

phology and human leading task roles impact humans’ choice of

social cues to express their intentions in social encounters. We

conducted an elicitation study with 24 participants in a simulated

coffee chat scenario with potential employers, where participants

interacted with four different robots (aerial technical, anthropomor-
phic, grounded technical, and zoomorphic) in two different roles

(speaker and listener). Our study collected 624 for observed social

cues, including detailed coded articulations and features for each

social cue. The statistics and quantitative results reveal patterns in

human social cues’ modalities, articulations, and features. Addition-

ally, qualitative analysis of the interview supports the quantitative

results. It provides a deep insight into the participants’ rationale in

choosing the social cues and comments on the robots’ appearance,

behavior, and social context. The conversational role significantly

affects the adoption of verbal cues, verbal features, and gesture

features, mainly because the two roles impose different cognitive

loads and social norms. The robot morphology significantly affects

the adoption of different modalities, gesture features, and verbal

features, mainly due to the robot’s appearance ( e.g., height and

similarity to humans). From these findings, we identify implications

for understanding human social cues and inform robot design. For

example, service robots with distinct morphologies should account

for intuitive adjustments users make based on robot appearance,

such as designing sensor placements that align with users’ expecta-

tions. Additionally, service robots operating in professional or social

contexts should adopt response strategies that minimize disruption,

such as detecting subtle gazes or hand gestures and responding

with polite, context-sensitive feedback. These design considerations

provide actionable insights for service robots, particularly in their

approach strategies, interpretation of human social cues, and inter-

action responses, to better integrate into dynamic human-centric

environments.
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