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ABSTRACT
Instant photo taking and sharing has become one of the most
popular forms of social networking. However, taking high-
quality photos is difficult as it requires knowledge and skill in
photography that most non-expert users lack. In this paper
we present SmartEye, a novel mobile system to help users
take photos with good compositions in-situ. The back-end
of SmartEye integrates the View Proposal Network (VPN), a
deep learning based model that outputs composition sugges-
tions in real time, and a novel, interactively updated module
(P-Module) that adjusts the VPN outputs to account for per-
sonalized composition preferences. We also design a novel
interface with functions at the front-end to enable real-time
and informative interactions for photo taking. We conduct
two user studies to investigate SmartEye qualitatively and
quantitatively. Results show that SmartEye effectivelymodels
and predicts personalized composition preferences, provides
instant high-quality compositions in-situ, and outperforms
the non-personalized systems significantly.

CCS CONCEPTS
•Human-centered computing→Human computer in-
teraction (HCI); Interactive systems and tools;
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1 INTRODUCTION
With the proliferation of photo-taking smartphones, per-
sonal photography has become a significant part of con-
temporary life: people engage in capturing every memorable
moment in their lives [37, 50] and sharing these photographs
through social networks such as Instagram, Snapchat, and
others. However, although smartphone cameras have ex-
panded the accessibility of photography to general users
by making photography simple, cheap, and ubiquitous, tak-
ing high-quality and visually aesthetic photos is still quite
challenging as it requires expertise in photography such
as deciding the distance to target objects, their poses and
the overall scene compositions. Non-expert photographers
may have difficulty adjusting their compositions to achieve
visually pleasing photographs.

One way to help non-expert users to get high-quality pho-
tos is to apply intelligent photo composition algorithms to
photos for offline post-processing. Researchers have pro-
posed various methods for auto-composition [11, 20, 26, 30,
33, 45, 57]. These algorithms generally require users to take
a photo first, save it and then feed it into a re-composition
pipeline. Compared to the in-situ pipeline proposed in this
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Figure 1: (a) Given an input photo on the upper left, the View Proposal Network (VPN) suggests a set of diversified well-
composed views (as shown on the upper right); the P-Module adjusts the suggestions (as shown on the bottom) based on
the learned user preferences in real-time. (b) SmartEye learns user preferences interactively and progressively: as the user
selects their favorite composition at the bottom of the screen, the P-Module gets updated. Thus SmartEye will suggest more
personalized compositions the longer it is used.

work, there are several limitations associated with post-
processing approaches: i), they take extra storage and time;
ii), post-processing can only operate on already taken photos,
hence potentially good compositions can be overlooked dur-
ing capturing; iii), most of these methods ignore user-specific
preferences in composition. Recent work [43] addresses such
personalized preferences in an offline manner. However, it
requires additional data collection and significant computa-
tional resources for offline model-training.
Hence, a successful in-situ composition suggestion sys-

tem should address the following challenges: first, online
methods should provide knowledgeable feedback in real-
time to avoid the unpleasant experiences caused by lags in
control [25]; second, interactions with the interface should
be intuitive; third, since photo composition is well known to
be highly subjective as individual users have very different
visual preferences [6], the proposed model should take into
account personalized composition preferences and model
these preferences interactively and effectively.
To address these challenges, we propose SmartEye. The

back-end of SmartEye is based on a View Proposal Network
(VPN), a deep learning based model that outputs composi-
tion suggestions in real time. The VPN is general-purpose
as it learns photo compositions from a large scale dataset
with crowdsourced annotations. We propose to append an
additional module (P-Module) to model personalized compo-
sition preferences. As opposed to the offline machine learn-
ing approaches [2, 5, 6, 22, 43], in our work, the P-Module
is designed to model and predict the user’s preferences in-
teractively and progressively, following a standard interac-
tive machine learning paradigm [16]. We then combine the
VPN scores and the P-Module scores using a memory-based
weighting algorithm [13]. As SmartEye captures each user’s

preferences, it offers user-specific composition recommenda-
tions (Fig. 1). The front-end of SmartEye is a novel interface
which enables a set of useful functions (Fig. 2) named smart-
viewfinder, smart-zoom and smart-score. With the interface,
the users can interact with the back-end algorithm effectively
and intuitively.
We have conducted two user studies to investigate the

overall performance of SmartEye and its effectiveness in mod-
eling and predicting personalized composition preferences.
Quantitative results reveal that photos taken with SmartEye
have significantly higher agreement with the compositions
selected by the user, compared to the tested real-time in-situ
photo composition systems. Qualitative results show that
SmartEye effectively models personalized preferences and
that users enjoy interacting with it.
To the best of our knowledge, this is the first work that

incorporates personalized preference modeling into a mo-
bile, in-situ, user assistance system for photo-capture. The
contributions of this work are: 1) We propose SmartEye, a
novel in-situ mobile system: the back-end integrates a deep
composition suggestion model (VPN) and a user preference
module (P-Module) to provide personalized compositions; the
front-end presents a novel interface with multiple functions
that allow users to interact with the system effectively and
intuitively. 2) We show in qualitative and quantitative results
from user studies that SmartEye outperforms the examined
baselines significantly both in the qualities of the suggested
compositions and the levels of user-satisfaction. The surveys
on participants additionally provide valuable implications
and recommendations for design systems on other subjective
tasks.
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2 RELATEDWORK
Photo Composition Suggestion: Algorithms
There are two major types of photo composition algorithms:
rule-based and learning-based. Rule-based models gener-
ally utilize empirical rules such as rule of thirds [28, 54],
or symmetry [8]. However, photo composition is a com-
plex task. Only applying pre-defined rules might lead to
sub-optimal results. Learning-based algorithms learn com-
position from data of different types [4, 17, 54] using various
models [38, 55].
Recently the learning based models using deep neural

networks have achieved promising results. Many deep learn-
ing methods have been proposed to find views with good
compositions for various applications, such as image crop-
ping [8, 9, 17, 21, 26, 30, 31, 54, 55], image thumbnail genera-
tion [15] and view recommendation [7, 10, 48]. Despite the
improved performance, these deep learning models are based
on inefficient sliding window paradigm to evaluate candi-
dates, thus very inefficient. Two recent works [15, 51] adopt
fast object detection frameworks [12, 44] for image thumb-
nailing and image cropping for efficient inference. However,
running at ≤ 10 FPS on the server side, these models are still
not fast enough to enable real-time suggestion generation.
A recent work [52] has proposed a View Proposal Network
(VPN) which can process up to 75 FPS. We base SmartEye
on the VPN. However, the VPN, like most machine learning
based models, learns general composition knowledge that is
agnostic to specific users from a large scale image composi-
tion dataset annotated on Amazon Mechanical Turk. As view
suggestion is a very subjective task, such general knowledge
may not be enough.

Suggest
Smart 
Viewfinder

Zoom 
In/Out

Smart 
Zoom

Auto Eval Smart
Score

Good 
Composition

Bad 
Composition

Bottom Part: Thumbnail List 
With Different Aspect Ratio Views

(a) (b) (c)

Upper Part: View Area

Figure 2: The interface of SmartEye. (a): SmartEye in action;
(b) overview of the interface, (c) touch gestures to activate
the Smart Viewfinder, Smart Zoom and Smart Score

Photo Composition Suggestion: Interface Design
Multiple interfaces have been proposed for good user expe-
riences in photo-compositions or modeling user preferences.

Element-level interactions [3] are used to capture user pref-
erence on the placement of a certain visual element. Besides
interface interaction, modern devices, such as eye trackers,
facilitate the capture of user intents regarding which ele-
ments are to be retained in the cropping [45, 56]. However,
these methods either require an extra input device such as an
eye tracker [45], or they consider photos with only a single
isolated object [3].
Perhaps the most related work to ours is [53] that uses

real-time on-screen guidance to help users take better pho-
tos with mobile devices. However, there are three prominent
distinctions: First, the back-end algorithm of [53] only con-
siders one single rule (i.e. rule-of-thirds). In comparison, our
back-end algorithm (i.e. VPN) is data-driven and is trained
with a large-scale human-annotated dataset (over 1 million
view pair annotations [52]), which may cover a richer set of
rules for composition. Second, we propose a user preference
modeling module to allow adaptation and personalization,
which is important in photo composition tasks that highly
depend on subjective aesthetic judgment. Third, the interac-
tions are different: [53] provides guidance on which direction
users should move, our interface enables users to explore
and compare multiple compositions suggested by the system.
We also propose additional features such as Smart Zoom and
Smart Score to help users better explore the scenes.

User Preference Modeling
Methods for learning aesthetic preference have been pre-
sented in various design domains [18, 39, 40, 42, 46], such as
web pages [42] and color themes [39]. Assessment of photo
preference has been extensively investigated in [14, 23, 32,
34]. Kim et al. exam the subject’s preference in photo sharing
activities [24]. Pallas et al. introduce a set of four elementary
privacy preferences a photo subject can have [41].
In the area of recommendation, a lot of preference learn-

ing methods have been proposed. Massimo et al. propose a
preference learningmodel that takes into account the sequen-
tial nature of item consumption [35]. Unger et al. present a
method for inferring contextual user preferences by using an
unsupervised deep learning technique applied to mobile sen-
sor data [49]. Solomon proposes customizable recommending
systems allowing users to directly manipulate the system’s
algorithm in order to help it match those preferences [47].
There are also works on photo reorganization that adapt

the concept of modeling user preference. Liang et al. al-
low user interactions to drag and drop the photo hierarchy
suggested by the system to model preferences [27]. Yuki
Koyama et al. collect user’s previous choices for color en-
hancement [19].
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3 DESIGN OF SMARTEYE
In this section we first describe the back-end algorithms
adopted by SmartEye. We then describe its front-end inter-
face to enable users interacting with the back-end algorithms
effectively and intuitively.

Back-end Algorithms
The back-end of SmartEye has two core modules: the View
Proposal Net (VPN) model [52] that suggests initial composi-
tions in real-time and the preference module (P-Module) that
refines these compositions based on individual preferences
learned from the user’s previous selections.

Photo

V
PN

Preference 
Model

Composition recommendations

…

Top N candidate compositions with score

User’s choice

Proposal

Score

Interactive training

Assemble
Score

Sort

Figure 3: Overview of the back-end algorithm. The P-Module
adjusts the suggestions provided by the VPN based on
learneduser preferences,while the user’s selections are used
in turn to update the P-Module.

Fig. 3 shows the pipeline of the back-end algorithms. Given
a photo, the back-end algorithms work as follows:
(1) the VPN suggests initial compositions;
(2) the P-Module computes personalized scores of the com-

positions suggested by VPN ;
(3) the adjusted score for each composition is computed

using Eq. 2. The compositions are sorted by their ad-
justed scores and displayed to the user;

(4) the user selects compositions from the displayed candi-
dates. The selected compositions will serve as positive
samples to update the P-Module.

View Proposal Network (VPN). The VPN [52] is a real-
time Convolutional Neural Network based on anchor boxes
(pre-defined bounding boxes), inspired by recent successful
object detection frameworks [29, 44] in computer vision.
An illustration of the VPN is shown in Fig. 4. The VPN

first pre-defines a set of anchor boxes that covers the most
possible universal candidate compositions. Then it takes a
photo as input and outputs a score list of the predefined
anchor boxes. Based on the score list, the highest scored
anchor boxes (compositions) will be suggested to the users.

More specifically, the back-bone network of VPN is based
on the Single-Shot-Detector [29] truncated after the ninth
convolutional module. On top of the SSD there is a convolu-
tional layer, an average pooling layer and a fully connected
layer that outputs an N-Dimensional vector SV PN corre-
sponding to the N anchor boxes. In our work we directly
use the predefined 895 candidates from [52], in which the
candidates are selected to cover the most common aspect
ratios, sizes and regions over the photos. VPN is trained to
predict scores for all the anchor boxes: for any anchor box xi
that is a good composition of the photo, the VPN will output
a high score at SV PN

i corresponding to that anchor box and
vice versa.

The VPN can process photos up to 75 FPS [52]. We set
the refresh rate to be 15 FPS for SmartEye after an iterative
design process, considering factors such as network latency,
computational cost in smartphones, and smoothness in user
experience.
Details on data collection and training of the VPN are

provided in [52].
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…

0.2

0.8
…

0.3
0.49x9 Conv

Avg. Pool
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Sort by scores

0.8

…
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Figure 4: An illustration of the View Proposal Network
(VPN). The VPN pre-defines a set of anchor boxes (bounding
boxes) for all photos. It takes a photo as input and outputs a
score list of the predefined anchor boxes in real-time.

Personalized Preference Model (P-Module). The VPN
is trained with millions of image compositions, annotated via
Amazon Mechanical Turk. Hence, the suggestions that the
VPN outputs are general in that they are agnostic to specific
user preferences. However, photo composition is a subjective
task and varies among different users. General suggestions
are not enough. One way to address this is to fine-tune the
VPN for each individual with her selections. However, it
is impractical to either collect large scale user preferences
from each user or train an individual VPN for each user.
Additionally, fine-tuning deep neural networks like the VPN
with small training data is a challenging problem.

We expect the P-Module to be: i) able to accurately model
user preferences and robust to noises; ii) efficient both in
terms of model update and score prediction.

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 471 Page 4



In this work we implement P-Module with logistic regres-
sion: given a composition xi from a photo I , we extract its
feature φ(xi , I ) and feed it into a logistic regression model to
get a scalar user-preference score.

SPi =
1

1 + ewφ(xi , I )+b
(1)

where w and b are learnable parameters for each user.
The simplicity of logistic regression makes the P-Module

robust to noise, easy to be updated online interactively, and
predict the scores efficiently.
φ(xi , I ) is a 32-Dimension feature vector describing the

composition xi that resides in photo I . φ(·, ·) is constructed
based previous works [1] and feedback from the user-study
(Sec. 4).

The components of the 32D feature can be classified into
the following categories: 1) geometry based (10D): the ge-
ometrical center (coordinates of the center-point), size in
pixels, relative size to the original photo, aspect ratio and off-
set to left/right/top/bottom boundaries of the original photo;
2) saliency based (10D): for each composition we employ [36],
a widely used saliency detection algorithm to find its salient-
region (Fig. 5). We then compute the geometrical properties
of the salient-region inside the composition: coordinates of
the center-point, lengths of major/minor radius [27], the off-
set to left/right/top/bottom boundary of the composition and
relative size to the composition; 3) composition-rule based
(8D): we designed features to cover the distances from the
center of the salient-region inside of a composition to the
four split-lines intersections and to the four golden-ratio
lines; 4) photograph based (4D): we compute brightness, con-
trast, saturation, and color balance values for each of the
composition.

While we demonstrate the effectiveness and the efficiency
of the P-Module using the proposed features in Sec. 4, we
make no claim that these features are canonical. We expect
that better or worse behavior would be available using differ-
ent sets of features. It remains an interesting open question
to construct feature sets that offer very good performance
for our task and can be computed efficiently.

Figure 5: Visualizations of the salient regions in photos de-
tected by [36].

Integrating VPN with P-Module. We combine the VPN
scores and the P-Module scores following the memory-based
algorithms [13] that predict ratings for users based on their
past ratings.

More concretely, we weighted combine the VPN score
SV PN
i and P-Module score SPi of xi as following:

Si = (1 − ci )S
V PN
i + ciS

P
i (2)

where ci ∈ [0, 1] is a confidence score describing how similar
xi to previous user selected compositions:

ci =
1(

1 +minjd(ϱ(xi ), ϱ(xj ))
)β (3)

where d(·, ·) is the Euclidean distance between two composi-
tions in feature space ϱ(·). ϱ is similar to φ except that the
geometrical features were not used in ϱ since in this case we
compare compositions independent of the photos they reside
in. Fig. 6 shows that similar compositions have shorter dis-
tances in the feature space φ(·). β is a parameter controlling
the change rate of ci . We fix β = 2 throughout this work.

The confidence value is close to 1.0 if a previous composi-
tion is similar to the current, otherwise close to 0.

As finding the nearest neighbors for each new composition
xi only involves computing Euclidean distance between xi
and the pre-computed features of previously selected compo-
sitions, the integration of VPN and P-Module is in real-time.

Figure 6: A visualization of a few photos after reducing
their features ϱ(·) to 2Dusing PrincipleComponentAnalysis
(PCA), illustrating that photos of similar content are closer
in feature space.

InteractivelyUpdating theP-module. The P-Module learns
from user’s previous selections on compositions and up-
dates itself following a standard interactive machine learning
pipeline [16].
More specifically, selecting a composition is a natural la-

beling procedure: the selected composition is regarded as a
positive sample while the others are regarded as negative.
Each time there are new samples added, the P-Module is re-
trained with all the positive samples and a set of randomly
selected negative samples. As the P-Module is essentially a

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 471 Page 5



logistic regression, the computation is efficient. The updat-
ing frequency of P-Module can be every photo or every day,
depending on the user preferences.

Front-end Interfaces
Fig. 2 shows the user interface of SmartEye. The view area on
the top is like a normal view in a photo-taking application but
extends with the following functions: i) as the user adjusts
the camera, it will show the composition suggested by the
Smart Viewfinder (described below) in real time; ii) it can
display an enlarged view of a composition in the thumbnail
list in the bottom if the user wants to adjust based on that
composition. iii) it functions as a preview window after user
selects a composition candidate.

The thumbnail list on the bottom of the interface shows the
top suggestions from various aspect ratios. The thumbnail
list area can be swiped left or right to accommodate various
number of composition candidates.
The viewfinder and recommended thumbnail list are de-

signed to be separate from each other. i.e., system recommen-
dations of scenes in the view area are not constrained within
the active viewfinder region even if the user selects a view
from the thumbnail list. Switching between viewfinders can
allow users to freely explore and compare different recom-
mendations. At the same time, making them independent
avoids the users being "trapped" by their previous selections.

SmartEye also provides several support functions:
Smart Viewfinder. The Smart Viewfinder provides real-

time composition suggestions for the scenes captured by the
camera, displays the top composition in the view area, and
the other recommendations of different aspect ratios in the
thumbnail list.
Smart Score. Smart Score displays a real-time dynamic

score on top of the view area indicating the quality of the
current composition shown in the view area. If the com-
position is of high quality, the color of the frame is green,
otherwise red. This feature helps users to know the quality of
the compositions and encourage them to adjust the cameras
accordingly to get better scores.

Smart Zoom. Smart Zoom is an intelligent zoom function
that allows the user to zoom automatically to a scale of the
current photo for the best composition. It make the zoom
in/out easier in that the users do not have to adjust the
lens back and forth for the best scale. Smart Zoom regulates
the compositions suggested by the back-end algorithm with
additional scale information.
In addition, SmartEye provides several complementary

functions to further improve user experience: (1) Confidence
Score: in addition to Smart Score, the interface optionally dis-
plays confidence score (i.e., c) indicating how much this rec-
ommendation is based on user preferences; (2) Customized

Thumbnail List: users can customize the number of sugges-
tions in the thumbnail list; (3) Free Cutting: in addition to
selecting from the suggested compositions, SmartEye also
supports re-compose, i.e., it also allows the user to manually
adjust the system’s suggestions. The user-created crop is
served as a positive training example as well.

SmartEye also provides some gestures to active the support
functions. Figure 2 (c) shows the gestures activating the
support functions: users can swipe left and right to switch to
compositions of different aspect ratios, swipe up and down
for Smart Zoom, and long press the screen to activate Smart
Score.

SmartEye works in both portrait and landscape mode. The
recommendations will reside on the rightmost side of the
screen in landscape mode.

4 USER STUDY
We conducted two user studies to investigate: 1) the im-
portant components (features) for personalized preference
modeling, 2) whether the P-Module helps to improve model’s
agreement to the user’s selections; and 3) the user experience
of taking photos with SmartEye.

Participants
The user study was conducted on 16 participants with vari-
ous photograph skills. Among the participants, five (P9-P13)
were members of college photography association, three
(P14-P16) were graduate students majoring in arts, and the
rest did not report any expertise in photography. On average,
the participants had 4.13 years of experience in photograph.

Study 1: Effectiveness of P-Module
• Task 1: Select good compositions from VPN suggestions

We first of all randomly collected a dataset, PhotoSetA,
that consists 50 photos to cover various types of daily pho-
tos people normally take. Then, we asked every participant
to contribute 100 photos that they took to form PhotoSetB
(including 1600 photos taken by 16 participants). The two
datasets are diverse in terms of of photo contents, styles and
aspect ratios.

We processed all photos in PhotoSetA and PhotoSetB with
VPN, and each photo got 5 recommended compositions. For
each participant, we gave him/her 150 photos (50 from Photo-
SetA and 100 from PhotoSetB taken by himself) to score, and
we collected 12000 (16 participants × 150 photos × 5 compo-
sitions) photos with subjective scores. We also asked each
participants to fill a questionnaire and interviewed some of
them. For some of the photos that participants had just com-
posed, we asked them why they selected such composition
and what factors were considered, and got a lot of valuable
insights.
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Figure 7: Feature correlation analysis of participant preferences. The upper part of each histogram column (light color) rep-
resents the Pearson correlation coefficient and the lower part (dark color) represents the Spearman correlation coefficient.
Most features are significantly (p < 0.05) correlated with user preferences. Overall the features proposed correlate well to user
preferences. Also note that the preferences of different participants correlate differently with the features proposed, showing
the variations in user preferences.

We used the annotations from 16 participants to train 16
P-Modules for everyone for Task 2.

• Task 2: Rate composition proposed by different models

In this task, we want to investigate if the P-Module is
helpful.

We demonstrate the quality of compositions suggested by
SmartEye through a challenging user experiment: we addi-
tionally collected 50 photos of various styles and contents.
For each photo, we picked the top 5 views generated by
different models and let participants select the best (top 1).
The models we experimented are as follows: 1) the pro-

posed SmartEye with the P-Module, denoted as P-Module.
The P-Module is trained using the data collected from Task 1.
2) the SmartEye with VPN only, denote as VPN and 3) a base-
line composition suggestion algorithm based saliency and
detected faces following [17], denoted as Sal+Face. Sal+Face
works as follows: given a photo, Sal+Face computes its saliency
map and detects the faces, it then suggests the candidate com-
positions with top scores in terms of average saliency and
face in them.

Wemixed the outputs from different models and displayed
them to 16 participants.We asked them to select their favorite
composition in each photo.

Study 2: Usability of SmartEye
• Task 3: Compose photos on mobile devices with different
systems

We deployed the following systems on Android devices:
1) the proposed SmartEye with the P-Module, 2) SmartEye
with VPN only, 3) Sal+Face. We additionally include the

Android native photo-taking application as a reference for
non-composition-recommendation systems.

We instructed participants how to use the systems and en-
couraged them to play with all the functions before starting
this task. We alternated the order participants using different
systems to counterbalance order effects. Participants were
asked to take at least 30 photos using each system. Then
they were required to fill a post-task questionnaire. This
post-task questionnaire contains questions about the tested
approaches for auto composition, effects of preference mod-
eling and the support functions available in SmartEye.

• Task 4: Use SmartEye to take photos for a month

In this task, we let each participant use SmartEye contin-
uously for a month. Each participant is required to take at
least 5 photos every day with SmartEye. The contents and
styles of the photos taken were not limited. It means that
users could use SmartEye arbitrarily, as long as they take 5
photos everyday.
At the end of the month, we accessed selected composi-

tions and investigated how P-Module progresses over time
scale.

5 RESULTS
Quantitative Results
Study 1. Based on the 16 participants’ selections in Task 1, We
computed the Spearman and Pearson correlation coefficients
between the users score and each of the 32D features. The
correlations were shown in Fig. 7. Note that the correlation
varies for different participants. Almost every participant
pays attention to geometry based features and saliency based
features. It’s also interesting that the skilled users seem to
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Figure 8: The comparison of VPN, P-module and Sal+Face in the top 1 suggestion selection rate for each user. The P-Module out-
performs the VPN and Sal+Face algorithms by a significant margin. The gap between the P-Module and the VPN demonstrates
the benefits of modeling user preferences.

focus more on saliency and composition-rule based features,
while the others may rely more on geometry and photograph
based features. The difference in feature correlations also
reflects the difference in composition preferences among
participants.
We additionally evaluate the rate that the top 1 composi-

tion a system suggests is the favourite composition from a
user. We denote this measure the top 1 selection rate. Fig. 8
shows the comparison of VPN, P-Module and Sal+Face based
on the the participants data collected in Task 2. We can see
that P-Module outperforms VPN on each user’s composition
data and overall it outperforms the other baselines by a large
margin. Based on pair-wise t-tests we found the result are sig-
nificant: comparing VPN with P-Module, the T value is -7.229
and p < .001; comparing VPN with Sal+Face, the T value is
11.597 and p < .001; comparing P-Module with Sal+Face, the
T value is 16.318 and p < .001. We also computed standard
deviation values of three models and show in Fig. 8.
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Figure 9: The progressive change of top 1 selection rate of
SmartEye in 30 days.

Study 2. We access the participants selections for Task 4 and
show their average top 1 selection rate on a daily basis in
Fig. 9. Note that overall the top 1 selection rate of SmartEye
with P-Module increases progressively over the time scale. It
shows that SmartEye is able to model user preferences and
refines itself with increasing user selections used. Around
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Figure 10: The progressive change of two participants’ pref-
erences in four weeks. It shows that some users may have
changed their preferences over time.

day 6 and 15, there were slight dips of performance. We spec-
ulate that these dips may due to the inconsistency of user
preference over time. Photo composition closely involves
subjective judgment, local dips in certain time spans could
happen. Investigating the longer-term effect can be an inter-
esting future work.
Additionally, Fig 10 illustrates the change of the correla-

tions between feature of different types and two users’ (P11
and P5) preferences at each week over the 30 day time scale.
It confirms with our Task 1 that different users may rely on
different factors for composition. It also shows that some
users may have different preferences over time. In the way
it demonstrates the necessity of modeling user preferences
for subjective tasks.

Feedback from Interviews andQuestionnaires
Study 1. We select participants feedback from Task 1:
1. Different people like different aspect ratios. P3 said, "It

(aspect ratio) is related to my usual photography habits. I prefer
using a 16:9 aspect ratio on my mobile phone." P9 mentioned,
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"I prefer square photos or 4:3 aspect ratio, and photos can’t be
too narrow or too long."
2. Position of border of cropped region is a key factor. P7

said, "I realized I always put object too close to the left border,
so too many unnecessary objects on the right side of the photo
need to be cut off."
3. The range of shots of photos taken by different people

is also different. P11 said, "I found that I prefer to adjust the
lens range too wide, which causes important objects being too
inconspicuous in the photo."

4. Users have different views on the size of the retained after
cropping. P5 said, "I don’t like the photos to be cropped too
much.". While P11 said, "I prefer cutting more off. I always
shoot unnecessary things. I didn’t realize I was in the habit
until the algorithm suggested better composition to me."
5. The position of main object influences users’ choice. Al-

most everyone paid attention to the location of the main
content. P11 mentioned, "When I took a photo of a dog, the
position of the dog in the composition was crucial. It couldn’t
be too close to the side, preferably in the middle."
6. The proportion of salient regions is important. P3 said,

"The proportion of objects I care about in the photo is very
important. I like to fill more than half of the photo with objects
I care about." P15 was just the opposite of him on this point.
P9 mentioned, " In addition to preserving the object I want
to shoot, I want to preserve some background. But I can’t tell
exactly how much background I want to preserve."
7. Salient regions should not be truncated. Several people

have mentioned the factor of the integrity of objects. P2 said,
"There can’t be an incomplete object in a photo, and if a person
is cut into half, I will not choose this composition, despite that
it performs well in other factors."
8.Some photographers intend take into account the compo-

sition guidelines. P9 commented, "the rule of thirds is one of
the most common techniques I use when taking photo" P10
also pays more attention to the rule of thirds. P11 and P13
mentioned, "When I take photos, I want the objects to form the
Golden Ratio, especially when I take landscape photos."

9. The brightness and color of the photo should be considered.
P6 said, "In a landscape photo, I usually like the bright part,
and those areas which are dark should be cut off."

In addition to these factors, the participants also givemany
useful suggestions.

P13 said, "When taking photos, the depth of the photo often
plays an extraordinary effect because the sense of depth is very
important." Similarly, P14 who is also a skilled photographer
said, "Triangulation makes the photo more solid."

We also found some interesting answers. P11 mentioned,
"I think composition depends on the content of the photo. When
I shoot the sea, I often want to express a broad prospect, so I
hope the photo to be horizontal, which is better to have 16:9
aspect ratio." P8 said, "When I’m shooting a building, I like to

let the lines of the building appear very regularly horizontal
or vertical in the photo, but I don’t think so when I’m shooting
other types of photographs."

Study 2. Some of the interesting feedback in the user study
2 is provided in the following
Auto-Composition is very appealing. P8 said, "(SmartEye)

gave me a sense of continuity" between shooting step and
composition step. P5 said, "The five recommended compo-
sitions are sometimes so satisfying that I can’t even make a
choice." P6 agreed with him, "(It is) just like a professional
photographer trimming my photos." P9 said that as she used
the system, she more and more trusted SmartEye because it
always gave her an expected composition recommendation.
P11 said, "When I saw that the first recommendation for com-
position was the original photo I took, I felt like a professional
photographer praising my work. It was inspiring and made me
more eager to use this system." P13 commented that he "used
it (as a starting point) for further exploration."
The system learned user preferences successfully. P5 com-

mented that "I felt that my preference and tendencies were
gradually learned, which was amazing." P7 said, "SmartEye
reflected my tendency of cropping the bottom part of the photo,"
and thus she realized that "the system actually learned my
preference.". P16 said, "What surprised me was that the sys-
tem really recommended a composition that met my habit."
P4 commented that, compared to SmartEye, "(Baseline) could
not reflect my intent" and "only provided a safe composition."
P3 said that, typically when using Baseline, "I rarely used the
auto-composition" because "usually it did not fit my prefer-
ence." On the other hand, she agreed that she "would like to use
the auto-composition in SmartEye as it learned my preference."
Visualization of confidence value is useful. P2 said, "This

function evoked the feeling of collaborating with another me."
P4 mentioned that, in SmartEye, "there was interaction with
the system" through the support functions, thus "executing
the task (with SmartEye) was fun." P7 commented, "This (visu-
alization) was helpful (in making decisions) when I had little
confidence in myself."

Real-time recommendation helps a lot. Participants all agreed
that real-time recommendation was useful. P6 liked it be-
cause "It made me enjoy taking photos. I didn’t really need to
press the SHOOT button to know what the composition will
look like because it allowed me to adjust the camera lens in
real-time." P7 also liked it because "it made me feel very com-
fortable and natural. The whole shooting process was dynamic.
I didn’t have to worry about taking an unsatisfactory photo be-
cause I knew how the system would optimize it before I pressed
the SHOOT button."
Smart Score is a very convenient feature. P5 said, "It’s my

favorite feature, and when I moved my phone, I got the compo-
sition score of the current lens, which made me more confident
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in my photo." P6 commented, "this feature made it easier for
me to press the SHOOT button at will, and I usually moved the
lens to explore composition with the highest score and then shot
it." P10’s answer was fancy, "this function was like that there
was a teacher helping me take photos, and he would constantly
give me the advise for current composition, prompting me to
adjust the lens angle." P16 also mentioned, "I felt like I was
getting better at taking photos with this feature. I was used to
trying my best to get a higher score, which slowly helped me
learn how to take a high-quality photo."

Preliminary and Post-TaskQuestionnaires
Our preliminary and post questionnaires were based on a
5-point scale, where 5 corresponds to strongly agree and 1
corresponds to strongly disagree. Q1-Q8 in Fig. 11 verified
the usefulness of automatic composition and personalized
composition recommendation algorithm. Q9-Q20 show the
results of the post-task questionnaire with respect to the
auto composition approach with preference learning and the
user support functions. Overall, participants gave positive
scores.

0 2 4 6 8 10 12 14 16

Like to use SmartEye in the future
SmartEye is easy to use

Smart Zoom is useful
Smart Score helps make decision

Smart Viewfinder is useful
Customized Thumbnail List is useful

Confidence value is useful
Free cutting is useful

SmartEye helps me take photos
Preference learning is desirable

SmartEye learned my preference
Automatic composition is useful
Everyone's aesthetic is different

Need personalized composition aid
Existing apps are satisfactory

Need guidance on composition
Often re-compose photos

Composition is not easy
Used auto-composition app before
Lack of confidence in composition

Strongly disagree Disagree Neutral Agree Strongly agree

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8
Q9
Q10
Q11
Q12
Q13
Q14
Q15
Q16
Q17
Q18
Q19
Q20

Figure 11: Results of the preliminary (Q1-Q8) and post-task
(Q9-Q20) questionnaires. We used a 5-point Likert scale.

6 DISCUSSION
Implications
Several lessons were learned to further improve user ex-
perience for photo composition system with personalized
preference modeling. We believe that these lessons are also
applicable to other systems that attempt to incorporate per-
sonalized preferences for subjective tasks.

Modeling personalized preference is important for subjective
tasks. According to the interview, we found that participants
enjoy the benefit from the procedure that the system learns
their habit and preference from history data.

It is preferable to show users how the system makes sug-
gestions, rather than to make the system a "black box." In our
interview, we found that the score from Smart Score as well
as the confidence value received a lot of positive feedback; it
helped users with the composition task, and also made the
system more transparent and reliable. Showing "why the sys-
tem thinks so" in more details is a possible future direction
in this respect.

Future Work
Advance the general composition suggestion models. Our work
is based on the VPN and improves the user experience by
integrating the P-Module. Note that the VPN is not the per-
fect algorithm for general composition suggestions. With
better suggestions models, SmartEye can further advance its
performance.

Extending to multiple users using collaborative filtering. The
P-Module in our work for preference learning is updated for a
single user; thus the suggestion is based on only his/her own
composition history. It would also be interesting to develop
algorithms and interaction techniques to share the learning
results among many users and utilize them in a collaborative
manner [6, 19].
Suggesting moving directions. Suggesting moving direc-

tions seems on the surface a direct extension of our algo-
rithm but we found it quite challenging in practice: first,
since one image may have multiple good suggestions, it may
hurt user experience when a composition the system sug-
gested to move to is not the one the user intended; second,
the system will have to track, smooth and record the history
of movements in order to predict the next direction; third,
it is more time critical that the directional suggestions feel
smooth. Addressing it could also be interesting future work.

Explaining more about the decisions made by the model The
VPN is a data driven model that learns directly from human
data. Even though the data was collected intentionally for
composition, it is difficult to fully disentangle composition
from other aspects such as lighting and focus. By observing
the outputs, we speculate that the VPN has already implicitly
accounted for these aspects. But it is hard to explicitly show
which aspect contributes to what extent, in the output for
a data driven model. To explicitly model other aspects, we
can append modules after the output of our model that are
specific to these aspects. Many off-the-shelf models for these
aspects have achieved decent performance.

7 CONCLUSION
We have investigated the concept of user preference mod-
eling in photo composition, i.e., the system progressively
and interactively learns user preferences on photo composi-
tions. Meanwhile, we have verified that in photo composition
tasks, preferences are different among different users and
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even each individual’s preferences may change over time,
which demonstrates the necessity of applying the P-Module
to current systems. Furthermore, we have integrated the
P-Module and the VPN into an interactive in-situ mobile
system, SmartEye, with a novel interface and a set of use-
ful functions such as the real-time Smart Viewfinder, Smart
Score and Smart Zoom. Our user studies have demonstrated
the effectiveness of SmartEye: we have shown that SmartEye
is preferable to the tested baselines, the support functions
were helpful, and participants were overall satisfied with
SmartEye.
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