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Chatbots systems, despite their popularity in today’s HCI and CSCW research, fall short for one of the two
reasons: 1) many of the systems use a rule-based dialog flow, thus they can only respond to a limited number
of pre-defined inputs with pre-scripted responses; or 2) they are designed with a focus on single-user scenarios,
thus it is unclear how these systems may affect other users or the community. In this paper, we develop a
generalizable chatbot architecture (CASS) to provide social support for community members in an online
health community. The CASS architecture is based on advanced neural network algorithms, thus it can handle
new inputs from users and generate a variety of responses to them. CASS is also generalizable as it can be
easily migrate to other online communities. With a follow-up field experiment, CASS is proven useful in
supporting individual members who seek emotional support. Our work also contributes to fill the research
gap on how a chatbot may influence the whole community’s engagement.
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1 INTRODUCTION
Chatbot systems1 have been increasingly adopted in many fields (e.g., healthcare [30], human
resources (HR) [64], and customer service [122]), since the first chatbot system—ELIZA—emerged
in 1964 to provide consulting sessions as a computer therapist [115]. In recent years, an increasing
number of chatbot systems are being developed in various research labs and companies with a
premise that these systems can have more powerful capabilities and support more user scenarios [21,
44, 103]. For example, Hu et al. [44] built an experimental chatbot system that can understand the
tones in a text input (e.g., sad or polite) and generate responses with an appropriate tone.
Following these system development efforts, many recent Human-Computer Interaction (HCI)

and Computer-Supported Cooperative Work (CSCW) studies have examined various aspects of
chatbots from the end users’ perspective, such as human-in-the-loop chatbot design [21], user
perception of chatbots [18], playful usage of chatbots [64], and human trust in chatbots [49].
However, most of these studies have inherent limitations: 1) many chatbot systems (e.g., [64, 123])
use a rule-based architecture, which makes the chatbot capable of understanding only a limited
number of user inputs and responding with prescripted sentences, hindering its generalization;
and 2) most chatbots are deployed and tested only in single-user scenarios, but how these systems
interacting with and impacting a group of users (or a community) is understudied.
The first limitation of current chatbots – only returning a pre-defined list of responses to a

user – is partially caused by the use of traditional heuristic rule-based algorithms or information
retrieval techniques [75]. Even with some advanced chatbot-development toolkit’s help (e.g.,
Microsoft Cognitive Service [74] and IBM Watson [47]), a chatbot can only use neural-network
based approaches (NN) to understand the text, but its responding function is still limited to a rule-
based selection process. In this work, we propose a NN-based chatbot architecture based on which
a chatbot system can accurately handle unseen questions and generate various forms of responses
with the same meaning. This architecture is designed to have a high scalability and generalizability,
so that other researchers and developers can take our code2, provide it with a cleaned and labeled
training dataset, retrain it, and deploy it for different online communities. Inspired by previous
literature [117], we also build a human-in-the-loop module so a human operator can monitor and
intervene the fully automated architecture, if needed.

The second research gap is that most of today’s HCI and CSCW research primarily focus on an
individual user’s interaction with and perception of a chatbot system [31, 46, 58, 64, 94, 122], and
it is unclear how a chatbot system may affect a group of users or a community. In this paper, we
aim to address this research gap by building and deploying a social-support chatbot system, CASS
(ChAtbot for Social Support), and evaluating its impact on the individuals who need social-support
as well as on the other members in the community. Motivated by existing literature that online
communities often suffer low engagement from the members due to that many posts can not get a
timely response, our chatbot’s primary function is designed to engage in conversations with those
un-replied social-support-needing posts. CASS automates the entire end-to-end process: retrieving

1In this paper, we consider functional bots (e.g., Twitter bots [34], and Wikipedia bots [50]) out of our research scope, as
these bots’ primary function focuses on completing tasks (e.g., broadcasting an information or editing an article), as opposed
to communicating with users through a flow of conversations, which is the primary feature of chabots.
2We have made the code repository open source: https://github.com/liupingw/CASS-Framework
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new posts from the community, classifying these posts as with (or without) social-support needs,
and generating appropriate responses to the posts with social-support needs.

This study is exploratory in nature. We choose an online pregnancy healthcare community as our
research site (YouBaoBao3), because this type of online community is extensively studied in recent
research [4, 37], allowing us to leverage these existing knowledge to inform the system design and
implementation. The whole research project consists of three parts, and we will organize this paper
following the order of these three studies:
Study 1 is an empirical exploration study, where we conduct both qualitative content analysis

and descriptive statistical analysis to understand the context of the research site. A qualitative
open coding of the posts suggests that there are three primary categories of posts in YouBaoBao:
Emotional-Support Seeking, Informational-Support Seeking, and Sharing Daily Life. The quantitative
statistical analysis also shows that half of the posts in this community can not get a timely response,
which may cause the already-stressful community members (i.e., pregnant women) to be at a higher
risk [37].
To provide social supports to this community, in Study 2, we build the CASS chatbot system,

using the proposed generalizable NN-based architecture. The CASS design is tailored based on
the findings from Study 1, so that it can understand what posts need social support, and what
posts count as an un-replied case that needs immediate intervention. In Study 2, we also adopt the
standard evaluation practices (using both automated metrics and human evaluators) to show that
the core NN-based algorithms’ performance is satisfactory.

At last, in Study 3, CASS is deployed back to the YouBaoBao community, with a human-in-the-
loop module to filter inappropriate AI-generated responses. Through a 7-day field experiment, the
result shows that the CASS system can provide the desired emotional support to the individual
community members who need help. In addition, we find evidence to support that the deployment
of CASS indeed have positive impacts on other members and the entire community, as other
community members are more likely to participate in the conversations intervened by the chatbot
system. This finding suggests that such social-support chatbot can not only support individual
member’s well-being, but also improve the community engagement level, which is also an important
dimension according to McGrath’s TIP theory of groups [73].

In summary, this paper makes the following contributions:

• An empirical understanding of the challenges and user needs in an online pregnancy health-
care community, and how these findings can be used to tailor a chatbot system design;

• A scalable and generalizable chatbot development architecture, with which researchers and
developers can easily build a fully automated chatbot system with NN-based models to be
deployed in another online community;

• Insights and recommendations for designing and deploying future chatbots systems to interact
or collaborate with humans in the context of online communities.

2 RELATEDWORK
The literature review is divided into three subsections: we first review selected HCI work on
social support scenarios in online health communities. Then, we focused on the group of literature
about human and chatbot interaction. Lastly, we switch to the literature that specifically addresses
challenges and issues of chatbot systems deployment in real world.

3https://youbaobao.meiyou.com/
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2.1 Online Health Community and Emotional Social Support
Online community has been a longstanding research topic for HCI and CSCW researchers (e.g., [10,
20, 27, 37, 72, 99, 104, 105, 114, 118, 125, 127, 134]). Existing studies have looked at a variety of
topics including community structure [54, 88, 95], community activities [7, 37, 45, 54, 65, 71, 116],
members’ commitment and contribution [87, 124], engaging newcomers [53, 55, 86], rewarding
mechanism design [40, 54, 88], and the cold start problem [88]. Recently, a number of studies
has focused on a special type of online community – the online health community for pregnant
women [23, 24, 28, 37, 42]. This is a special group of users. In addition to the significant changes
on their bodies, their mental state also changes a lot over the trajectory of their pregnancy. They
often have a much higher stress level than before getting pregnant, thus their mental health is at
high stake [12, 48, 121, 128]. Banti et al. [11] reported that 12.4% of pregnant women had presented
some depression symptoms during the pregnancy, and 9.6% of them encountered depression in the
postpartum period.

It is known that pregnant women often go to online health communities to seek social support
from peers [14, 29, 57]. Previous literature reveals that members in such health communities
actively seek social support from others, and they are also willing to volunteer their time to
provide social support to other help seekers [25, 126]. Prior research roughly divided the social
supports into two categories: informational social support and emotional social support [15, 22, 114].
Informational support refers to posters seeking information or knowledge about the course of their
disease, treatments, side effects, communication with physicians, and other burdens (e.g., financial
problems) [114]. Emotional support refers to posters seeking encouragement and empathy when
experienced an emotional disturbance [37]. In this project, as an illustration, our chatbot system
focuses on providing non-informational social support to community members.
It is often difficult to motivate community members to actively reply to others members’ posts

in a timely manner [3, 61, 70, 77, 107]. Seminal research has explored various ways to solve
this problem [84]. In more traditional online communities (e.g., Wikipedia), researchers have
attempted to stimulate member’s intrinsic and extrinsic motivations [3] with monetary reward [61]
or virtual badges and reputation rewards [70]. In the online health communities, when a user posts
a support seeking post, he/she is recommended to use simpler language and express the needs
more explicitly [8]. It is also suggested that posts with more detailed user profile information and a
photo are more likely to get replies [9]. Even so, there are many posts may never get a reply. For
example, Wang et al. [113] reported that at least 10% posts in an online community never received
a response.

When a pregnant woman posts a support seeking post and never gets a response, it may havemore
severe harms to the user and to the community. Because pregnancy women are already stressful,
overlooking their support seeking may make things worse [62, 79]. Furthermore, when community
members constantly fail to get the needed social support, they are less likely to contribute to
the community, so the community engagement level decreases accordingly, and even worse, the
members may leave the community over time [55, 114, 132].
In this paper, we will illustrate how to leverage on the latest AI technology to build a chatbot

system that can automatically detect non-informational support-seeking posts, and respond to it
with appropriate sentences. The system architecture is scalable and generalizable so it can be easily
migrated to other online communities.

2.2 Human Interaction with Chatbots
Chatbot is an increasingly popular research topic in recent years. Most of today’s chatbot systems
are built to interact with a single user [31, 46, 58, 64, 94, 122]. For example, the famous ELIZA
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and its successors can provide individual cognitive therapy sessions to users with a purpose of
relieving their stress and anxiety, as well as helping them gain self-compassion [31, 58, 94]. Many
commercial chatbots in customer service domain are designed to answer customers’ frequently
asked questions or perform a simple function (e.g., check bank account balance) [46, 122]. There
are also human resources (HR) chatbots serving as a process guider to lead new employees to go
through their onboarding process [64]. There are also some chatbot applications in the healthcare
domain which can help patients to better understand their symptoms [30].
Only till recently, a number of researchers have started to explore and build chatbots that can

interact with a group of people [2, 21, 66, 96, 98, 103, 130]. For example, Toxtli et al. [103] built a
chatbot as a group chat facilitator to assign tasks to group members. Zhang et al. [130] developed a
chatbot for an online communication application to automatically summarize group chat messages.
Cranshaw et al. [21] developed a chatbot system that can serve as an assistant to coordinate
meetings for multiple people via email. All these studies expand the chatbot user scenario from
supporting single user to multiple users. Notably, Seering et al. [96] recently built a chatbot in
an online gaming community on Twitch. They designed four different versions of the chatbot
– “baby”, “toddler”, “adolescent”, and “tennager” – to simulate a chatbot’s grownup process in a
3-week deployment. However, the user interaction with the chatbot is quite primitive that users
need to input command-line text (e.g., “@Babybot” or “!feed”), thus it is more like a digital pet
(tamagotchi) [85] than a chatbot.

Along this research line, our work builds a chatbot system that can provide emotional support to
pregenant women members in an online community; also, we design a field experiment to reveal
findings on how such deployment of the chatbot can impact the whole community. Different from
Seering’s work [96], where they deployed the “digital pet” into a Twitch community and users can
have chitchat with the system, we aim to build a chatbot to meet community members’ existing
needs — social-support seeking. We hope our chatbot can provide functional benefits to the users
through a conversational communication. Another difference is that Seering’s system [96] used
an information retrieval (IR) approach, and in turn, it could only return limited responses that
were pre-defined by the researchers. The rule-based approach (e.g., IR) constraints the potential of
chatbot in providing social support for a community [63], and users may perceive the responses
from the chatbot not as useful as from people [75]. In contrast, we build an architecture that
leverages on the state-of-the-art NN-based models for the development of more powerful chabot
systems.

2.3 Impacts of Chatbot System Deployment
While reviewing recent work on building and deploying chatbots [32, 38, 93], we found that despite
many of these chatbots were designed with a good will, the deployment of certain systems may
negatively impact the stakeholders or the intended users.

One example is the chatbot system developed by [96] and deployed on Twitch. It designs a novel
interaction approach that users can “raise” the chatbot as a pet through a number of commands,
such as “!feeding”. However, the deployment of such a chatbot may distract users’ attention from
their original goal of using the platform, which is to watch videos and socialize with the host and
the other community members. Thus, with the chabot, users may engage with the platform but not
with each other. Such close bonding with a chatbot may even hurt the individual user’s benefits in
the long term4 and also negatively impact the community’s engagement level [131].

4A report says there are users interacting with Microsoft’s XiaoIce for more than six hours restless, and treat XiaoIce as his
girlfriend [131]
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The unexpected consequence of a chatbot’s deployment is not uncommon when putting AI and
machine learning systems to practical use. Often, today’s NN-based algorithm research requires a
large amount of data. Such data may come from an online community (e.g., Reddit), and they need
to be tagged with ground truth labels by human annotators. However, the benefit of the original
human annotators may be neglected during the training and deployment of the algorithm, as the
algorithm’s performance and optimization is developer’s most important objective. For example,
developing a functional customer service chatbots needs a significant amount of training data
labeled by human customer service experts or obtained from their practices (e.g., [44, 122]). But the
deployment of such chatbots may cause companies to hire fewer customer service workers in the
future, which may also in return reduce the sources of training data.
Fortunately, some HCI researchers have noticed this challenge and they jointly work on an

emerging research topic – Human-Centered AI – that aims to take an algorithm’s impact on
human users into the consideration of the algorithm design [17, 38, 39, 59, 90, 119, 133]. For example,
Woodruff et al. interview 44 participants from several marginalized populations in the United States.
Participants indicate that algorithmic fairness (or lack thereof) could substantially affect their trust
in a company or product, if such application is deployed [119]. Thus, such fairness considerations
should be taken into account during the algorithm design [59, 90]. In addition to the fairness, various
other design considerations may also influence the eventual consequence of an AI system in the real
world deployment, such as stakeholders’s tacit knowledge [133] and community involvement [60].
It is also important to build an in-depth understanding of user needs or even involve them in
the design process, as exemplified by a few recent work adopting participatory design research
method [17, 38, 60].
In addition to incorporating the various considerations into an AI system design, there are

also some good practices that one can follow in the deployment of the AI system [32, 38, 39]. For
example, a group of researchers designed and developed ORES – an algorithmic scoring service that
supports real-time scoring of wiki edits using multiple independent classifiers trained on different
datasets. This paper proposes an example of deploying AI algorithms in an online community, but
their algorithm is less explicit to the users, compared to the chatbot systems that we aim to develop
and deploy in this paper.
In this paper, we design and develop a chatbot system that can provide social support for an

online health community. Besides the objective of ensuring a good functional performance, we are
also interested in evaluating its potential impacts on the online community after its deployment.
This work joins the recentHuman-AI Collaboration research effort [30, 106, 109, 123] that aims
to develop and deploy AI systems that can work together with people, instead of replacing people. It
differs from the Human-AI Interaction discussion [6], as it goes beyond the usability and interactive
design of AI systems, but focuses more on the cooperative nature of AI systems with human
partners and their context (e.g., [36, 43]).

3 STUDY 1: EMPIRICAL UNDERSTANDING OF THE RESEARCH SITE
3.1 Research Site
In this subsection, we first provide an overview for the research context—YouBaoBao—one of the
largest and most popular online health communities for pregnancy and parenting discussions in
China. Users are often pregnant women or couples that are expecting a baby. They can discuss a
variety of topics on this platform, such as pregnancy, childbirth, childcare, and early education.
This community has 164 sub-forums (similar to “sub-reddits” in Reddit), such as specific sub-forums
for different stages of the pregnancy: “First Trimester”, “Second Trimester”, and “Third Trimester”.
YouBaoBao is a self-organized health community, where community members can publish a post to
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Fig. 1. User Interface of YouBaoBao community. It has a original post section to the top, a response section
in the middle, and a input field for typing response at the bottom. The content is translated into English in
this figure.

seek advice and information, and they can reply to a post to provide support and advice. Community
members have an option to disclose their current pregnancy status, which is always displayed next
to their user name. There are three pre-defined categories of pregnancy status from which a user
can choose: preparation stage (e.g., “planning to have a baby”), three-trimester stage (e.g., “due
in 8 months”), and postpartum stage (e.g., “having a 4-month old baby”). It is worth noting that
members can post, browse, and reply in any of the sub-forums regardless of their labeled pregnancy
status. For example, we saw instances where new moms posting and replying in the “first-trimester”
sub-forum, despite they have already delivered.
A post or response has minimum and maximum word limits—the content has to be between 6

and 3000 words. When a post is created, the system can automatically recommend a sub-forum for
it according to its content and the user’s pregnancy status. Users can also manually modify the
recommended sub-forum. Fig. 1 illustrates a typical post and responses it received (a direct response
to the post and a second-level response). The user profile avatar, user name, and pregnancy status
are displayed right above the content. The system also shows the total number of responses for a
post, and of second-level responses for a first-level response.
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3.2 Method
To better understand what challenges the community faces and where chatbots can support, we
first conducted both descriptive statistical analysis and qualitative content analysis (following the
method in [37]) to understand the characteristics of support-seeking activities in this community.
Specifically, we explored the following research questions: What types of support do users (e.g.,
pregnant women) seek in this online community? How do community members respond to those
support seeking posts? What issues or barriers exist in communications and interactions in the
community?

3.2.1 Data Collection. In order to gain a comprehensive view of support-seeking across different
stages of pregnancy, we chose five sub-forums with each focusing on one specific pregnancy stage:
“pregnancy preparation”, “first-trimester”, “second-trimester”, “third-trimester”, and “having a baby less
than 6-month-old”. We collected six months of data from September 2018 to March 2019 through
the community’s application programming interface (API), and organized them into post-response
pairs (N = 220,000). All the data we collected were publicly available but we removed all identifiable
personal information (e.g., user names and status) in consideration of research ethics. We also
replaced images with a special icon if there were any images in a post content. This data collection
method is standard in various HCI [37, 125] and NLP research literature [101, 112]. This study is
approved by the first author’s university Institutional Review Board (IRB).
As this labeled dataset was later used for model training purposes, two coders removed the

malicious posts, such as advertisements, before performing any detailed analysis. We followed
iterative coding process and conducted axial coding: two coders first independently coded a group
of 200 randomly-selected posts to identify 11 themes and organized these themes into categories.
Then, the research team met and discussed the coding schema and differences in coding to resolve
all disagreements. After that, the same coders conducted another round of independent coding
with a group of 300 randomly-sampled new posts, and discussed newly emerged categories and
disagreements in coding. They repeated this process until there was no newly emerged categories
or inconsistent codings. In total, they repeated three iterations with each time analyzing 300 new
posts (200+3*300=1,100 posts). At the end, we randomly sampled another 2,300 posts for computing
the coding reliability score. Based on the agreed coding schema, the two coders independently
coded these 2,300 new posts and reached a high inter-rater reliability (Cohen’s kappa = 0.86).

3.3 Result
3.3.1 Characteristics of Support Seeking and Providing in the Community. The descriptive statistical
analysis helped us understand the baseline of user behaviors in the community. These findings later
were used to guide the design decisions of the CASS system. More specifically, we observed that,
on average, the users on this community posted 5,000 posts per day, and each post had an average
of 6 responses. However, approximately 18% of the posts did not receive any response. To further
investigate what these posts are and how they can be replied, we randomly sampled another 60,000
posts out of the collected 220,000 samples for further analysis. We calculated the Interval Time
between the original post was published and the first response was made. As shown in Fig. 2, the
median interval time is 10 minutes. Later, we used this number in Study 3 as a threshold to evaluate
whether a post gets timely response after the deployment of our chatbot system.

We also analyzed the time span from the beginning as the original post was published to the
end as its last comment was made. This indicator reflects the retention of a post and its discussion
thread in an online community (e.g., how long a post remains “alive” to the community members).
We name this as the Lifespan of a post. We found that the average lifespan for a post thread is about
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Fig. 2. Distribution of Interval Time between a post is published and its first response is published. Median is
10 minutes.

6 days. We define the lifespan for a post with no response as 0 minute. These numbers were also
used in Study 3 as thresholds for the Control Logic Module in step 3 in Fig. 3.

There are some other measurements that we calculated to describe the users’ behaviors and the
community’s characteristics, but the results are similar to the numbers we will report in Study 3,
No-Chatbot group, thus we will report them only in Section 5.2.

3.3.2 Categories of Posts. The content analysis of posts led to the identification of 11 concepts,
which were then grouped into 3 high-level categories, including Informational-Support Seeking,
Emotional-Support Seeking, and Sharing Daily Life. As shown in Table 1, 27.45% of the posts were
related to seeking emotional support or sharing emotional status, 45.95% of the posts were about
seeking informational support, and 26.60% of them focused on sharing posters’ daily life.
Emotional-Support Seeking refers to posters expressing their frustration and stress (e.g., com-

plaining something happened in their work or life), or sharing positive news (e.g., announcing the
confirmation of pregnancy) to seek encouragement or empathy. Informational-Support Seeking
refers to seeking information, knowledge, advice, and suggestions from others to manage a situation
(e.g., how due dates are calculated). Sharing Daily Life refers to posts where community members
post a photo of food or exercise in a gym, or share updates and progress of pregnancy.

The resulting categories are similar to previous findings [37, 125], confirming that our research
site (YouBaoBao) has similar characteristics as other popular pregnancy-related online communities
(such as BabyCenter5 and TheBump6). More importantly, the analyses of posts helped us understand
the types and nature of emotional support sought by users. Thus, our primary goal for the chatbot is
to provide non-informational support (both emotional-support and sharing dailylife) to the posting
users. Later in Section 4.1.2, we will illustrate how we translate these learned contextual knowledge
into parameters, and feed the labeled data to train the algorithm models in the system architecture.

4 STUDY 2: BUILDING A NEURAL-NETWORK BASED CHATBOTWITH A SCALABLE
AND GENERALIZABLE ARCHITECTURE

Based on the literature [37, 97, 102] and the knowledge gained from Study 1, we learned that
one major challenge faced by online health communities is that many posts can not get a timely
response (e.g., more than 18% never got a response); for the posts that have responses, it often
takes more than 10 minutes to get the first response. In the YouBaoBao context, this challenge is
particularly frustrating considering the pregnant women are already at high stress level. To address
this prominent challenge, we built a chatbot system to explore the feasibility of chatbot for providing

5https://www.babycenter.com/
6https://www.thebump.com/
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Category Concept N %

Emotional support seeking
and emotion sharing

Complain about work, life,
family, etc.

631 27.45Have a fantasy conversation
with the baby to be born
Share happiness
Make a good wish

Informational support seeking
Seek health-related information

1057 45.95Seek personal opinions
from peers about pregnancy
Seek opinions and suggestions
on baby-related issues

Sharing daily life

Share food and cuisine

612 26.60Share sports and other activities
Share updates of her body
along with pregnancy
Share updates and progress
of the baby or fetus

Table 1. Axial coding result with 3 Categories and 11 Concepts for original posts. (N = 2,300, Cohen’s kappa
= 0.86)

timely response to support seekers. Because the responses to the emotional-support-seeking posts
and to the sharing-daily-life posts can be overlapped with compliment or empathy thus our text
generation module can handle them the same way. We combine these two non-informational
support-seeking categories, and train the models to detect them from the informational-support-
seeking posts.

In this section, we will introduce how we build the system, what design decisions we made along
the implementation process, and lastly how it performs using common natural language processing
(NLP) performance metrics and human judgement in offline evaluation7.

4.1 CASS: Chatbot As a Social Supporter for Online Health Community
In this study, we propose a system architecture that works in the following five steps (Fig. 3), and
we build a chatbot system–CASS–using this architecture:

• Step 1. Collecting and monitoring new posts (Input interface: an API URL to fetch data from
the community);

• Step 2. Classifying posts into emotional-support seeking category and informational-support
seeking category using a trained CNN model (Input: a labeled dataset with posts, responses,
and a post’s category out of the 3 coded categories);

• Step 3. Randomly dispatching half of the emotional-support seeking posts into a control
group and monitor them, this is only for the field experiment in Study 3 (Parameter: 10
minutes that derived from Study 1, as the threshold for deciding whether the chatbot needs
to respond to the overlooked post or not);

7The offline evaluation is in contrast to an online evaluation approach. Offline evaluation uses machine learning testing or
holdout subset of the data to evaluate the performance of a model or system, whereas online evaluation means deploying
the model back to the application environment.
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Fig. 3. CASS system architecture and workflow. It has 3 modules and 5 steps. Steps 1, 3, and 5 are implemented
via the control logic module; step 2 applies the neural network (NN)-based text classification module; and
step 4 applies the neural network (NN)-based text generation module.

• Step 4. Generating responses for posts in the experimental group using a trained LSTM
model (Input: the same input as in step 2 – the labeled dataset);

• Step 5. A human-in-the-loop verification and intervention user interface, before posting
the response back to the forum (Output interface: an API URL to post response back to the
community).

This chatbot architecture and workflow is quite generic and easy to generalize to other online
health forums — a developer or researcher only needs to alternate the two API URL parameters
on how the system reads in original post from the community and how it publishes generated
response back to the community, and to feed a labeled dataset as input. In the following subsection,
we present how we use the architecture to build the CASS system with 3 modules: a control logic
module, a text classification module, and a text generation module.

4.1.1 Control Logic Module. We collectively refer to the posts that can not get a response within
10 minutes as overlooked posts, and the others as replied posts. CASS’s control logic module is
created to identify and track those posts, dispatch them to the corresponding system modules for
text classification or text generation or for human-in-the-loop intervention, and finally publish them
back to the community. In Fig. 3, the control logic module are responsible for the implementation
of Step 1, 3, and 5.

Step 1 and 5 are responsible for collecting posts from the community (i.e., input) and publishing
responses to the community (i.e. output), respectively. Step 1 is also responsible to distinguish
whether a post is timely-replied (yellow box in Step 1 in Fig. 3; no further interventions were
provided for this type of post) or overlooked (green box in Step 1 in Fig. 3).
In addition to its automated nature of the output step for CASS, we also built a Human-in-the-

Loop (HITL) module in Step 5. We hypothesized there may be malfunction of the CASS system
as it is fully automated after the model is trained and the system is deployed. Thus, we designed
a user interface console, which can be used by a human experimenter to track and monitor each
AI-generated response in real-time. Every response generated by the text generation module in Step
4 will show up in the console for 10 seconds before being published to the community. The human
experimenter has two options for action: he/she can choose to do nothing then the response is
published; or he/she can hit “Enter” button to suspend the publishing process. If the latter action is
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triggered, the human experimenter will be prompted to type in a new sentence in the console, and
that new sentence will replace the AI-generated response and then will be sent to the community.

In the actual online field experiment in Study 3, two experiment operators carefully monitored
the performance of the chatbot in generating responses from 8 a.m. to midnight (16 hours) using
the HILT module. But they did not find any inappropriate AI-generated responses that need
intervention. This may be because the data collected from YouBaoBao and used to train the models
were clean and had nearly no malicious speech corpus. This may also attribute to the friendly
nature of the research site [37].

Step 3 is a control logic specifically designed for the field experiment in Study 3. We want to
note that step 3 is not needed in a real deployment of the CASS system in the future. This step
randomly assigns half of the qualified posts (i.e., overlooked emotional support seeking posts)
into an experimental group, and the other half into a control group. For the experimental group
posts, CASS generates responses, sends them through HILT step, publishes them on the forum,
and keeps tracking for 7 days for the post owner’s (i.e. poster) and other community members’ (i.e.
commenter) actions. For the control group posts, CASS simply tracks the user actions for 7 days
without intervention for comparison purpose.
4.1.2 Text Classification Module. Our results from Study 1 suggest that a user typically seek two
types of support: informational- and emotional-support. For informational support, posters look
for accurate responses rather than diversity in response [114]. Thus, this type of utilitarian needs
can be satisfied by various rule-based algorithms or existing chatbot platforms ( e.g., [64, 122]); this
is not the focus of this study. As such, we build a text classification module based on convolutional
neural network (CNN) (Step 2 in Fig.3) to distinguish informational support seeking posts and
non-informational seeking posts (i.e., both emotional support seeking and sharing daily life) so
that the chatbot can provide timely response to non-informational support seeking posts only.

CNN models have been widely used in the computer vision field in recent years [56], and some
variations have been extended to text classification tasks [51]. It normally requires preprocessing
each data instance (i.e., posts in this paper) into word vectors with a same dimension, then feed the
word vectors into a CNN network; the output of the network is a classification of the input post
into one of the three categories. In our study, we do not need to distinguish the detailed categories
— we only need to categorize posts that are informational support seeking, so that our chatbot
logic module can ignore those posts. To train this model, we used the labeled data (N=2,300) from
Study 1 as training data. Out of the 2,300 labeled posts, 45.95% of them were seeking informational
support. To address the data imbalance issue, we oversampled the data [13], adjusted the ratio of
informational support seeking posts to emotional support seeking posts to 1:1 (in total 3,000 posts).

After the training dataset is prepared, we first preprocess the training data and encode each post
as word vectors using tensorflow [1] (vocabulary size=5000, embedding dimension=64, sequence
length=600), followed by feeding these vectors into the CNN model. Our CNN model uses a simple
structure, including one convolutional layer, two full-connection (FC) layers, one input layer,
and one output layer. The input layer has 600 neurons. The convolutional layer consists of three
consecutive operations/layers: convolution with kernels, non-linear activation function, and max
pooling. The convolutional layer contains 256 kernels, and the FC layer contains 128 units with a
dropout rate of 0.5.
In training, we optimize the model with AdamOptimizer using a learning rate of 0.001, opti-

mized for accuracy. After training, we conduct 5-fold cross-validation. The overall cross-validation
accuracy is 0.86 and F1 is 0.87. This accuracy is good enough for our following experiments.

4.1.3 Text Generation Module. In Step 4, we build a text generation module. It can be considered
as a task that for a given input sequence of words (i.e., post), we need to find another sequence of
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words (i.e., response) that best suit its input. Thus, we can conceptualize this as a NLP translation
task which can be solved using a variation of machine translation networks. To that end, we use
OpenNMT[52], which is a state-of-the-art open-source toolkit8 for neural machine translation
(NMT) tasks, to build a model to generate responses for a given post. The model is derived from a
sequence-to-sequence model with attention mechanism [69]. In addition, we build a information
retrieval model (IR) with BM25 ranking function [91] as a baseline model.

The training data is 220,000 post-response pairs from the 5 sub-forums. For each post-response
pair, the data contains the post content, a picture icon if the content contains pictures, a post ID, #
of views, # of responses, response ID, response user ID, response content, and response timestamp.
First, we pre-process and embed the input sentence into word vectors (500 dimensions), and

then feed them into a Long Short-Term Memory network (LSTM) [41] as encoder. In the prepro-
cessing step, we first apply the text classification (Section 4.1.2) to distinguish and filter out all the
informational support seeking posts and its pair. Then, we manually check the posts to see if there
are advertisements (e.g., “sell infant formula”) or offensive words in the original posts. We do not
see any posts using offsensive words but we find many advertisements. Thus, we define a list of
stop-words to eliminate advertisement posts. After filtering, 81,000 post-response pairs are left,
and we use them as our training dataset.
Second, in the LSTM model training step, attention is applied over the decoder LSTM and

combined with the current hidden state at each target time step to produce a prediction of the
next word. This prediction is then fed into the decoder LSTM. Specifically, we train a 2-layer deep
LSTMs, and each layer has 500 memory cells, using stochastic gradient descent and 0.2 dropout.
The batch size is 64, and the global attention translation is conducted using Multilayer Perceptron
(MLP). In total, we train 100,000 iterations.

In Fig. 4, we illustrate 6 pairs of post-response (originally all in Chinese). The human-response
column contains the ground truth data that real human users commented under a post; and the
AI-response column contains example responses generated by our text generation module. As
illustrated, these generated responses are vivid and diverse, and some of them even contain emojis.

4.2 Evaluation
In this subsection, we present offline evaluation of CASS performance. Offline evaluation refers to
the evaluation that is done before deploying the system to let people test in the real world context.
There are two types of evaluation approaches: automated performance evaluation and human
evaluation. In this study, we adopt both of them to conduct an offline evaluation of our chatbot
system.
Automated performance evaluation is an established mechanism to automatically and quickly

evaluate the performance of an AI system in the field of machine learning and AI. It often first
reserves a subset of the training data as holdout data, whose both input (i.e., post) and output
(i.e., human response) are known. Then, we feed input into the train model which automatically
generates a predicted output. We can automatically compare the predicted output with the known
human response output to evaluate the model performance.

The human evaluation is a well-known practice to both HCI and machine learning communities.
Often, we can define a variate of dimensions and ask human users to rate the AI predicted outputs.
Depending on the task, the human graders/coders are not necessarily having to be the actual
intended users as long as these graders are capable of completing the task. Thus, many such human
evaluations are done by crowd-workers [122].

8https://opennmt.net/

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW1, Article 9. Publication date: April 2021.



9:14 Liuping Wang et al.

Fig. 4. Some examples of human user commented responses as ground truth (Human-Response) and our text
generation module generated responses (AI-Response). These sentences are all in Chinese and we translate
them into English for this paper.

4.2.1 Automated Performance Evaluation. In NLP research, there are many metrics to describe the
performance of a machine learning system, with each metric is suitable for different tasks. In our
system, the final output is a predicted/generated response based on an input (i.e., a post). This is a
Natural Language Generation task which can be evaluated by a widely used metric called BLEU
score (Bilingual Evaluation Understudy) [80]. BLEU score represents the similarity between CASS
generated response and the human ground truth in the training dataset with a n-gram match. It is a
number between 0 and 1; 1 indicates that the generated response is exactly the same as the ground
truth. We randomly selected 2,000 post-response pairs and reserved them as holdout data before
training. The BLEU score on this holdout dataset was 0.23, which is a fairly acceptable performance
score [122, 129]. As a comparison, the BLEU score of IR-based baseline model is 0.03.

4.2.2 Human Evaluation. BLEU score simply describes the lexical differences of two sentences.
It, however, does not reflect the grammar correctness or the semantic meaning. It is possible that
CASS generates a much shorter sentence with the same meaning to the original human response,
but the BLEU score is low due to the length difference. For example, in the second row in Fig. 4,
AI-generated response is a valid and even better response to the post, but the BLEU score is low
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because it is quite different from the human-response. Thus, we recruit human coders to evaluate
the generated results. Based on previous literature [5], and for the research interest of this study,
we introduce four dimensions for evaluating AI-generated responses:

• Grammar Correctness. The human coders are asked to evaluate the generated response’s
grammar correctness with a 5-point Likert-scale ranging from strongly disagree (-2) to
strongly agree (+2) that the grammar is correct [89].

• Relevance. The response may not be relevant to the given input post so we decided to evaluate
the relevance of AI-generated responses. It is also done using a 5-point Likert-scale ranging
from strongly disagree (-2) to strongly agree (+2) that the response is relevant to the post’s
topic [89].

• Willing-to-Reply. A response’s content may be correct and relevant, but users in an online
community may not feel engaged so they tend to ignore the AI-generated response. In this
question, we ask human coders to rate how likely they will comment on the automatically
generated response. Again, a 5-point Likert-scale is used with -2 indicating strongly unlikely
whereas +2 representing strongly likely.

• Emotional Support. This is a dimension designed specifically for our research context. We are
interested in examining the extent to which the human coders perceive that the AI-generated
response provides the desired emotional support. Similar to the above dimensions, a 5-point
Likert-scale is used.

We randomly select 200 post-response pairs from the holdout dataset (the same dataset used in
machine evaluation). Each post has both a human response that we collected from the community
as a ground truth, and a AI-generated response. Thus, we end up with a total of 400 pairs of
post-response. We ask human coders to evaluate both the AI-generated responses and human
ground-truth for comparison. We recruit five human coders to rate each of the 400 pairs; each coder
provide 4 scores related to grammar correctness, relevance, willing-to-reply, and emotional support
dimensions. Intra-class correlations ICC(3,1) for the four dimensions range from 0.74 to 0.99, which
indicates a good inter-coder consistency. For each response, it has four dimension scores, and we
use the average from the five coder’s scores. Then we perform a t-test to compare the AI-generated
response and human ground-truth’s quality in each of the 4 dimensions (as shown in AI-Response
and Human-Response groups in Fig.5).
Fig.5 shows that AI-response’s grammar correctness is rated high and not that different from

human-response (1.37 vs 1.52, t(199)=-4.393, 𝑝 > 0.1). However, AI-response’s quality is not as
good as human-response in topical relevance, willing-to-reply, and emotional support, suggesting
that the chatbot should be improved on those dimensions. But building a system to outperform
human in writing responses is never the goal of this study. Despite the difference, all the evaluation
scores are above 0, meaning that the 5 human coders agree that the AI-generated responses are
grammatically correct, of high relevance to the topic, engaging enough for users to reply, and
providing a considerate level of emotional support to the poster.
The results of the automated performance evaluation and human evaluation confirm that our

chatbot system has a pretty good performance in providing emotional support. Therefore, we
deploy the CASS back to the research site to provide timely responses and emotional supports to
overlooked posts. We will describe our field deployment and experiment in the next section.

5 STUDY 3: DEPLOYING CASS TO THE STUDY SITE AND EVALUATING ITS IMPACT
ON SUPPORT SEEKERS AND OTHER COMMUNITY MEMBERS

In the previous two sections, we presented an exploratory study on the YouBaoBao community to
build an contextual understanding of the study site, from which, we identified what types of posts
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Fig. 5. Comparison of AI-generated responses’ and human ground-truth responses’ quality with 5 human
coders on 4 dimensions. We also performed t-test and post-hoc analyses. Grammar correctness: 1.37 vs 1.52,
t(199)=-4.393, 𝑝 > 0.1; Relevance: 0.38 vs 1.16, t(199)=-12.062, 𝑝<0.01;Willing-to-reply: 0.23 vs 0.91, t(199)=-10.657,
𝑝<0.01; Emotional support: 0.28 vs 0.34, t(199)=-7.186, 𝑝<0.01.

the community members post, and highlighted the challenge that some of their emotional support
seeking posts can not get a timely response (Section 3.3). Then, we presented CASS system with a
fully automated end-to-end architecture that can read in posts, identify overlooked posts, classify
emotional support seeking posts, generate responses for those overlooked posts, and publish the
generated response back to the community (Fig. 3). Our preliminary evaluations showed that the
NN-based models have a satisfying performance score, so the CASS system is ready for deployment.
In this section, we present how we deployed the CASS system back to the community following a
field experiment research setup, and how we evaluated its impacts on individual members and the
community.

5.1 Method
Field deployment is a well-established HCI research practice [100]. It can reveal users “naturalistic
usage” of the introduced new functionality of the system. We follow [100] guideline on how to
define the beginning and the end of the field deployment, and its ethical considerations of engaging
users.
Moreover, to quantify the support that CASS brings to individual members as well as to the

community, we also adopted an experiment study setup [33]. We design a “control group” and an
“experiment group” to measure the difference of its impact between users exposed to it and the
ones that are not exposed to it. An experiment design in a real-world deployment has its unique
challenges. For example, to ensure the users having the most naturalistic behavior while interacting
with the intervention, they should not know they are part of an experiment, when such disguise is
not harmful to the users. We follow the field experiment research method described in the textbook
by Terveen et al. [102] to “maximize realism of the context, while still affording some experimental
control”.

5.1.1 Field Experiment Design. Our research goal is to deploy CASS to provide timely social support
for the individual members who seek support. In addition, we are also interested in evaluating its
impact on other community members. We deployed the system in August 2019, and conducted the
field experiment for 7 days. The reason for deploying the system for 7 days is that the lifespan of
a post thread on average is 7 days (as reported in Study 1, Section 3.3). After we deactivated the
CASS system, we still kept tracking of the comments and user actives for another 7 days to ensure
we gathered a 7-day data for each of the post.

To evaluate whether CASS helps individual support seekers, our unit of analysis is each individual
user who published the original post. We define measurements to capture their online behaviors,
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and their emotion changes after the post was responded by CASS. To evaluate CASS’s impact on
other members of the community, the unit of analysis is changed to each individual post and its
comments as a thread. We also define measurements (e.g., how many members participated under
a post thread) to reflect other community members’ behaviors caused by the CASS intervention.

As shown in Study 1 in Section 3.3, the median interval time for a post to get its first response is
10 minutes; and in Study 2 in Section 4.1.1, we define a post as overlooked post if it does not get a
human response within 10 minutes. Thus, during the deployment, we design CASS to only track
the overlooked non-informational support seeking posts (Section 4.1.2). In total, CASS tracks 3,445
overlooked emotional-support-seeking posts during the 7-day field experiment.

These overlooked posts are then randomly split into two groups: a baseline condition, where
we only passively track the original poster’s and the other members’ activities without CASS
intervention; and an experiment condition, where CASS responds to the overlooked post once
10 minutes has passed, and we track activities and measure the poster interactions. During the
7-day field experiment, 1,717 overlooked posts are assigned to the baseline condition, and another
1,728 overlooked posts are in the experiment condition.

5.1.2 Disguise the AI Identity. As instructed in the textbook [33], when possible, participants
should not be aware that they are in a field experiment setting. In addition, a number of recent
literature [49, 68, 75] has highlighted that users’ behaviors and perceptions may change if they know
or believe they are interacting with an AI system, which will further compromise the experiment
results. Therefore, during this experimental study, we disguised CASS as a normal community
member with a pseudo user name and a user avatar. We disclosed the chatbot’s real identity to
all the users who had interacted with it via the community built-in private messages after the
study was completed. This is a common practice in psychology experiments [33] and clinical trial
experiments [26].

5.1.3 Measurements. In this section, we present the measurements to quantify the effectiveness of
our chatbot system in providing social support. In McGrath’s seminal work, “Time, Interaction, and
Performance” [73], he proposes a three dimentional framework to describe teamwork: production,
member support, and group well-being. Grudin argues that a successful CSCW system should be
able to provide productivity benefits for not only the individual members, but also for the group
dynamics [35]. Inspired by these literature, we thus define a set of measurements to quantify CASS’s
impact on other community members.
The three measurements for determining the CASS’s effectiveness in generating timely social

support include:
• The count of posts with no response. This variable describes how many posts have no response
at all in 7 days (in short Post-NoResp-N). If AI-Response group has a significant smaller
number in this measurement, that suggests CASS is effective in addressing no-response posts.
When calculating this score, the CASS’s responses are not counted, as the chatbot replies to
every post in the AI-Response group.

• The time interval between the original post and the 1st response, and the time interval between
the 1st response and the 2nd response. Here we calculate two variables, both time intervals in
minutes, to describe how fast a post gets replied (in short Post-1Resp-Time), and how fast
the 1st response could attract the 2nd response (in short 1Resp-2Resp-Time). If AI-Response
group has a smaller time interval measurement, that suggests CASS indeed supports the
poster to get a response in a more timely manner.

Then, we use a set of four measurements to reflect whether the CASS-generated post helps the
original support-seeking individual.
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• The count of follow-up comments from the original poster. After the original poster publishes
the post and some other users come into the thread and reply to the posts, will the original
poster come back to publish follow-up comments and form an active discussion? If so, we
count the number of comments from the original poster, in short as Poster-Comm-N. The
higher this number is, the more active the poster is. Thus, the support-seeking poster found
an emotional outlet under her post and leveraged it to engage more with other community
members. If the poster never came back, we count it as 0.

• The poster’s original-emotional states, updated-emotional states, and the difference of these two
states. It is difficult to measure the posters’ emotional states without directly asking them, thus
we employ the theory of emotional valence [67], and recruit two coders to annotate an original
post’s emotional valence score as a proxy for the original poster’s initial emotional state (in
short Poster-Emo-Val-Orig). More specifically, there are three states of emotional valence: 1
for positive (happiness, contentment); 0 for neutral; and -1 for negative (anger, sadness). Then, if
the original poster publishes a follow-up comment, we use this comment’s emotional valence
score as a proxy to represent her updated emotional state (in short Poster-Emo-Val-Updt).
We also calculate the change of emotional states (in short Poster-Emo-Val-Chng). If an
original poster never come back to post a follow-up comment, we exclude this data point.
In summary, we have 759 data points in the experiment condition (N=1,728); and 536 data
points in the baseline condition (N=1,717). We refer to these data points as AI-Response and
Human-Response data points. Inter-rater reliability between the two coders on the emotional
valence score of these 1319 data points reaches 0.88 (cohen’s kappa), which indicates a high
consistency.

Lastly, we define three measurements to reflect CASS’s impact on other members in the commu-
nity.

• The count of total responses to an original post. This variable reflects the participation level
under a post. A higher average number of this variable suggests the community has a higher
community contribution level, and the community is healthier (in short Post-Resp-N).

• The count of how many members participated and commented under a post thread. This variable
also reflects the participation level under a post. A higher average number of this variable
suggests on average more community members engaged in each post’s discussion. It reflects a
high community commitment level, and the community is healthier (in short Post-Member-
N).

• The time interval between each pair of adjacent responses under a post. This variable (in short
Adj-Comm-Time) represents on average how fast a post thread can get a new comment. If
this number is smaller in the AI-Response group, it suggests that CASS not only helps the
original poster to get a timely response, but also activates the liveliness of the community
(e.g., other members also participate in a post’s discussion in a more active fashion).

5.2 Result
We organize the result section into three subsections to report that 1) CASS is effective in providing
timely social support to overlooked posts; 2) CASS-generated responses can improve the individual
support seeker’s emotional status; and 3) CASS can also positively impact other community members’
participation.

5.2.1 CASS is effective in providing timely social support to overlooked posts. The measurements in
this category represent how CASS’s functionalities effectively mitigate the primary challenge that
a emotional-support-seeking post can not get a timely response.
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Post-NoResp-N: The results show that in the baseline condition, there were 595 out of 1,717
posts never received any response within 7 days of the post being published; in the experiment
condition, out of 1,728 posts, this number was 433 (we exclude the response from the original
poster, or from the CASS chatbot when calculating this number). A Chi-Square test suggests that
the difference is significant (𝜒(1)=39.65, p<0.01). That is, CASS can effectively generate timely social
support messages as response to the support seeking posts and significantly reduce the number of
overlooked posts.

Post-1Resp-Time & 1Resp-2Resp-Time: These two variables are used for calculating time
intervals between the original post and the 1st response, and the interval between the 1st response
and the 2nd response. The results show that Post-1Resp-Time in the baseline condition is 254
minutes on average, and in the experiment condition is 10 minutes. It is not comparable because
we simply set the CASS logic to identify and reply to posts in 10 minutes. Thus, a more comparable
measure is 1Resp-2Resp-Time, which reflects how long it takes for a second response to come
in after the 1st response was published. In the baseline condition, the time interval between 1st
response and 2nd response is on average 462 minutes, whereas in the experiment condition that
number is 349 minutes. An independent sample t-test suggests the difference is significant ( t(1577)=-
1.433, p<0.05). This result means that CASS not only posts a timely response to the original post,
but also accelerates the time that a following response was posted by another user.
In summary, CASS’s functionality can help effectively mitigate the primary problem, where

some posts can not get a response in a timely manner, by reducing the number of posts with no
response (smaller Post-NoResp-N), and speeding up the time that a post is responded (smaller
1Resp-2Resp-Time).

5.2.2 CASS-generated responses can improve the individual support seeker’s emotional valence. As
introduced in section 5.1.3, we defined and calculated four measurements to quantify the impact of
the CDSS-generated response on an individual support seeker.

Poster-Comm-N: The results show that original support seekers come back to their post thread
and leave 1.36 follow-up comments in the baseline condition (N = 1,717). In contrast, the posters
posted on average 1.78 follow-up comments in the experiment condition (N = 1,728). An independent
t-test (t(3443) = 2.616, p<0.1) has a marginal significant effect and suggests that CASS indeed made
the original support seeker to follow up with more comments, and interact more actively with
other community members. These behaviors arguably are beneficial to release their stress.

Poster-Emo-Val-Orig: As shown in Fig. 6, the results show that for the experiment condition
(N = 759), 22% of the original posts are coded by human coders as having positive emotion valence
score, 29% as neutral, and 49% have negative emotion valence score. In contrast, in the baseline
condition (N = 536), the numbers become 20%, 36%, and 44% for positive, neutral, and negative
emotion scores, respectively. As these post-response pairs are only the ones on which the original
support seeker left a follow-up comment; thus, to differentiate them from the entire dataset, we refer
to them as the AI-Response group (N = 759) and the Human-Response group (N = 536), respectively.

Poster-Emo-Val-Udpt: In the AI-Response group (N = 759), the original poster’s 1st comment
is the response she replied to the CASS-generated response. 25% of these responses are coded as
positive emotion, 62% as neutral emotion, and 13% as negative emotion. In the Human-Response
group (N = 536), human coders rate 10%, 76%, and 14% of the posts expressing positive, neutral, and
negative emotion, respectively.
These results are shown in Fig. 6. From the chart, we can observe that as for the emotional

valence score for the original posts, there is no difference between the AI-Response group and the
Human-Response group. But we can see there is a clear difference in the emotional valence score
of the poster’s 1st response.
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Fig. 6. The poster’s emotional valence and their changes, as in two proxy variables: the emotional valence
score for her original post, and for her first comment to others’ response under her own post.

Poster-Emo-Val-Chng: It is interesting to see that the emotional valence score in both groups
changed from the support seeker’s original post to her 1st response, in Fig. 6. It appears that in
AI-Response group, many posters’ original posts are negative, but then change to neutral (29% to
62%), and some neutral ones convert to positive (22% to 25%). Many community members’ emotional
valence become more positive, as shown in the example below:

Poster’s original post: I may have insomnia. I still can’t fall asleep and it’s already 3:00am
in the morning.
AI-generated response: Have a good sleep, and don’t push yourself too hard.
Poster’s 1st comment: Wow!!! I want to hug you!

In contrast, in the Human-Response group, many posters’ emotional valence score change from
positive to neutral (36% to 76%). That suggests, some of the responses posted by another community
member may adversely affect a certain number of posters’ emotion.
To statistically analyze poster’s emotional change, we further calculate the percentage of the

posts that have an emotional valence score going up (e.g., neutral to positive), going down (e.g.,
positive to neutral), or remaining unchanged. In the AI-Response group, 48% of the posts’ scores
go up, 38% remain unchanged, and 14% go down. In the Human-Response group, the percentages
are 38%, 44%, and 18%, respectively. We perform Chi-Square test to compare the percentages across
the two groups.
There are significantly more posters having an increased emotional valence score in the AI-

Response group than in the Human-Response group (𝜒(1)=14.35, p<0.01). Similarly, there are
significantly less posters having decreased emotional state score in the AI-Response group than in
the Human-Response group (𝜒(1)=5.242, p<0.05). This suggests that the AI-generated response can
motivate posters to become more positive, and prevent them from experiencing frustration or a
similar negative emotion, when compared to the human-generated response.

In summary, our results show that in the AI-Response group, more original support seekers (i.e.
posters) revisit and comment under their own posts to interact with other community members. In
addition, more posters turn to a positive emotional valence, and less turn to negative emotion, when
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Fig. 7. Time intervals for each pair of adjacent responses under a post. In this chart, we only show the first
5 pairs, but this trend persists for the rest pairs. This result suggests the community is more active in the
AI-Response group than in the Human-Response group.

compared to the posters in the Human-Response group. In this sense, CASS can help individual
members use their published post as an emotional outlet to chat with others, and may further
improve their emotional states.

5.2.3 CASS can also positively impact other community members’ participation. In addition to
CASS’s utilitarian effectiveness and support for individual members, we are also interested in
examining how it may improve the well-being of the community as a whole.

Post-Resp-N: The results show that in the experiment condition (N = 1,728), there are 7.63
(S.D.=34.25) responses (N = 997) for each post; in contrast, in the baseline condition (N = 1,717),
each post has an average of 6.3 responses (N = 1120, S.D. = 35.14). We have excluded the responses
published by CASS or by the original poster, so this variable is a pure indicator of other community
member’s participation. This result suggests that other community members in the experiment
condition have a higher participation level, but an independent sample t-test suggests such difference
is not significant (t(2115)=0.879, p = 0.228).

Post-Member-N: For each post, there are 5 other community members (S.D.=20.97) participated
in the thread (N = 997) in the experiment condition. In contrast, about 4 members (S.D.=23.35)
participated in each post thread in the baseline condition (N = 1,120). This result suggests that
each post in the experiment condition has more community members participated, and it has a
higher level of community commitment, when compared to the baseline condition. However, an
independent sample t-test suggests such difference is not significant (t(2115)=0.911, p = 0.232).

Adj-Comm-Time: We also calculate the time intervals between each pair of adjacent responses
in a post thread. In section 5.2.1, we have reported Post-1Resp-Time is 10 minutes in the ex-
periment condition, and 254 minutes in the the baseline condition; 1Resp-2Resp-Time is 349
minutes and 462 minutes, respectively. In addition, we continue to calculate the time intervals up
to five follow-up responses. As Fig. 7 illustrated, there is a trend that the AI-Response group’s time
intervals are always shorter than the ones in the Human-Response group. This suggests that CASS
not only helps the original poster to get a quicker response, but also energizes other members in
the community, and accelerates their participation in a post’s discussion.
In summary, we find that in the experiment condition, community members participate more

actively in a post thread. Results also suggest that with the presence of our chatbot system, each
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post has a higher level of community participation, with both more people and more responses,
even though difference is not significant.

6 DISCUSSION
6.1 How does Our Work Differ from Existing Literature on Online Healthcare

Communities?
We start our exploration with a detailed content analysis of the posts on the pregnancy forum.
Despite the granularity difference between these two coding schema, our category and concept axis
echo previous literature [37]. In [37], the researchers propose 6 categories from coding 683 online
posts; in contrast, we identify 3 top-level and 11 detailed-level concepts after coding 2,300 posts.
Our “informational-support seeking” category is quite similar to a combination of their 3 categories
“advice”, “formal knowledge”, and “informal knowledge seeking”. Our “emotional support seeking
and sharing” is similar to a combination of their “emotional support” and “reassurance”.
We find a novel post category that refers to community members sharing their own daily life,

such as posting a photo of food or exercise in a gym. This indicates that community members gain
support and contribute to the community at the same time. For our research purpose, we do not
attempt to distinguish the emotional support seeking category and the sharing daily life category,
because the responses to these two categories can be overlapped with compliment or empathy and
our text generation module can handle them the same way, as long as they are not seeking factorial
information.
Study 1 suggests approximately 18% of the posts did not receive any response, signifying an

urgent need to address “post-with-no-response” issue. Community members engagement is a
key factor influencing the response amount. Maintaining the active engagement of members is
a key challenge for online communities. To address this challenge, some communities employed
incentives schemes to motivate member participation, such as gamification [19] or monetary
reward [120]. While they are effective to some extend, such solutions come with a relatively high
implementation and maintenance cost [87]. With the advances in AI and chatbot technology, some
platforms have started experimenting with the use of chatbot service to more closely connect
members, for instance, by recommending members to reach out to others [82] or by suggesting
further actions based on participation status [81].
Our work takes a different route — builing a chatbot to act as an active member to boost the

community engagement level. This result sounds similar to the catfish effect9 — an active catfish
in a group of sardines in a fish tank can stimulus the sardines to be more active and live longer
during the transition. CASS is an “active member”, which generates diverse responses to reply to
other members’ posts. The existence of CASS energizes other members to post more responses to
the support-seeking post. We speculate this is one plausible explanation to interpret our results in
Study 3.

6.2 The Neural-Network-based Chatbot Architecture is a Promising Solution for
Building CSCW Systems to Support Online Communities.

To develop a successful AI system to provide social support for an online community, a chatbot
needs to meet high creterias with respect to its post classification and response generation capabili-
ties. From the original support seeker’s perspective, they need authentic and helpful responses in a
timely manner, otherwise it may even negatively affect their mood. From the other community
member’s perspective, if a post’s first response has a high quality and high relevancy to the post,

9https://en.wikipedia.org/wiki/Catfish_effect
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they may follow the lead and be more likely to provide their high quality comments to the post
thread.
Therefore, CASS needs to be able to generate authentic, diverse, and high-quality responses.

However, existing rule-based and IR-based chatbots cannot sufficiently meet such needs [83]. NN-
based chatbot can be a promising solution in this case, but it may be affected by the noisy-label
issue in training data. We avoid this potential risk with three pre-processing methods. First, our
research site is a friendly community. When we clean up the data, we only see some advertisement
(e,g., which brand of milk powder is better for the baby) and do not find any offensive or hatred
language. Second, we build a CNN-based classification model to filter out informational-seeking
posts, as CASS is not designed to generate responses that are relevant to medical information.
Thirdly, we design a user interface console with human-in-the-loop AI design, which can be used
by a human experimenter to track and monitor each AI-generated response in real-time. From
data collection to response generation and publication, we employ rigorous methods to avoid the
potential risk of such NN-based chatbot architecture.

However, an online community is fluid and its norms and topics may evolve along with time [110].
AI-generated responses rely on the style and topics in its training dataset. Thus, the NN-based
chatbot may need to be re-trained with the latest community data to keep up-to-date with its popular
memes and language norms after a period of deployment. This process may sound labor-intensive,
but it is much easier than re-training and refining a rule-based chatbot system.
6.3 Human Behavior May Change in a Human-AI Co-Existing Online Community in

the Future.
Previous work that studied the human interaction with chatbots often focused only on the impact
of a chatbot on an individual user. Little is known about how chatbot system may affect a group or
a community. Our results provide evidence that the NN-based AI system can provide timely social
support to individual members, as well as boost up other community members’ engagement level.

Existing literature suggests that chatbots could play a significant role in boosting the popularity
of post content [34, 82]. Seering et al. [96] also find the existence of the chatbot sparked both
human-chatbot interactions and human-human interactions. The results of our Study 3 suggest that
CASS can help individual members to use their published post as an emotional outlet and interact
more with other community members, and ultimately improve their emotional states. These results
extend prior work and provide valuable insights into the design of future chatbot systems for online
community.

In addition, we also find that CASS can promote other team members to engage more with a post.
For example, results from study 3 show that other community members who did not interact with
CASS directly have also been affected by CASS. That is, CASS made them become more engaged
and more active in replying to those support-seeking posts. We speculate that our research site is a
Chinese online community, thus Chinese culture [16] may contribute to this effect. For example,
people may not want to be the first person to express their opinion in a public discourse [16]. Being
the first commenter seems to require more courage and a stronger desire to express. If the post
has already been replied by someone (in this case by the charbot), then the psychological pressure
to reply will be less. So when CASS replied to the post, other members may be more willing to
participate in the discussion with lower pressure. For HCI and AI researchers, this could be a new
research direction that how different cultures interplay with the user behaviors when people and
AI systems co-exist in an online community.

More importantly, with more and more chatbots and AI-based moderation applications being
built and adopted into various online communities, we argue that in the future it will be common for
online communities to have a human-AI co-existence ecosystem. To support this new paradigm, we
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need to extend the current human-in-the-loop AI design philosophy [21] and the mixed-initiative
design approach [43]. An AI system with high accuracy is not enough. In addition, the AI system
should also be designed to cooperate with the primary target users and the other users in the
community. An cooperative AI system should seamlessly fit into the context and bring some
benefits to the community (e.g., supports stressed community members and increases community
engagement). And the users who interact with it should feel comfortable to have the AI system
in a community, instead of feeling threatened or intimidated. This “Human-AI Collaboration”
future [108] is the ultimate research goal that we are aiming for.

6.4 Limitation and Future Directions
One limitation of our work is that the CASS system was designed to handle the emotional-support-
seeking posts only, and neglected those informational support seeking posts. It is because the
expected responses are different: for emotional support responses, users prefer diverse and lively
content, and it is time-sensitive; whereas responses for informational support seeking posts require
accurate and factorial answers, thus the diversity is not a critical concern [37]. That being said,
NN-based approaches can also help with such task, but it can not be the same seq-to-seq architecture
we used for emotional support. Open domain Q&A [111] is a promising NLP technique that can
parse a whole textbook and automatically generate answers for any given question about the
book. With this technique, chatbot can reply to users’ informational support seeking questions by
generating answers from medical textbooks, wikipedia or other authentic data sources. The CASS
system can still follow the architecture to have 5 Steps and 3 Modules. Only inside the response
generation module, CASS needs a hybrid architecture to use the corresponding NLP technique
for the incoming posts to generate responses. Theoretically, it is easy to do. But it requires careful
design considerations, solid data preparation, and rigorous model training and experimentation
work. We will explore this research direction in our future work.

We did not disclose CASS identity before or during the experiment for two main reasons: Firstly,
as suggested by previous literature [49, 68, 75, 76, 92], we believe that the identity of chatbot will
affect the results of the experiment, attracting too much attention [96] or making the responses
biased [49]. For the purpose of this study, we want to avoid that. Secondly, the potential impact of
disclosing chatbot’s identity on community users’ behaviors was not the scope of this study. We
are planning to thoroughly examine this topic in our future work. Whether disclosing the chatbot
identity is related to an important design question: the appropriateness of languages for a chatbot.
In our study, the appropriateness of the generated language is evaluated based on the accuracy and
whether it answers the given input. However, we may anticipate that some of the words may be
perceived appropriate if they are posted by pregnant human members but inappropriate if they are
posted by an AI algorithm. For example, in the Fig 4 example, one pregnant woman complains about
her baby causing her some sleeping issues, and our chatbot answered “same here”. The answer is
totally appropriate if it is from another human member of the community, but some people may
perceive it weird as the AI is suggesting “her baby” also caused “her” similar troubles. Thus, there
may need a novel dimension for characterizing the generated language’s AI-appropriateness.

Another limitation of our chatbot is that in the field experiment, we limited our chatbot’s engage-
ment with the poster to only one round. It is not because our chatbot can not deal with multiple
round conversations, rather, it is due to the semi-controlled experiment design consideration: if
our chatbot can reply to poster for an arbitrary number of rounds, it introduces more confounding
variables to the major behavioral measurements of interest. In the future, we can extend the CASS
capability to have multi-round dialogue skills [78], and engage with community members in a more
natural manner.
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Our work is under the assumption that for these support-seeking posts, the sooner they get
answers, the better it is for the support seeker. However, based on Figure 1, it is clear that most posts
either quickly receive a response, or never receive a response. The introduction of the proposed
chatbot may significantly change such community dynamic. Maybe this change will have some
unexpected negative implications. Further study is required to fully understand its impact in a
longer-term deployment.

Our deployment in this particular healthcare community may be a limitation for generalizing the
empirical findings, for example, those findings specific to the pregnant women community may not
apply to other online communities, or the Chinese cultural context may hinder the generalizability
to other cultures. However, we believe the scalable and generalizable chatbot architecture can be
easily customized for other online community contexts. Thus, we welcome other researchers to
join our effort, together we can replicate and extend this study design in other community contexts.

7 CONCLUSION
In this paper, we present a comprehensive research project consisting of three studies, in which
we developed and deployed a chatbot system to automatically generate and post responses to
emotional support seeking posts in an online health community for pregnant women. Our studies
show that the neural-network-based chatbot architecture is a promising solution to build chatbots
to generate timely responses for posts with no replies. In addition, we present evidence regarding
the chatbot’s positive impact on influencing the support seeker’s emotional status, and encouraging
other community members to be more engaging.
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