
Towards Human-AI Deliberation: Design and Evaluation of
LLM-Empowered Deliberative AI for AI-Assisted

Decision-Making
Shuai Ma

The Hong Kong University of Science
and Technology

Hong Kong, China
shuai.ma@connect.ust.hk

Qiaoyi Chen
Sun Yat-sen University

Zhuhai, Guangdong, China
chenqy99@mail2.sysu.edu.cn

Xinru Wang
Purdue University

West Lafayette, Indiana, USA
xinruw@purdue.edu

Chengbo Zheng
The Hong Kong University of Science

and Technology
Hong Kong, China

cb.zheng@connect.ust.hk

Zhenhui Peng
Sun Yat-sen University

Zhuhai, Guangdong, China
pengzhh29@mail.sysu.edu.cn

Ming Yin
Purdue University

West Lafayette, Indiana, USA
mingyin@purdue.edu

Xiaojuan Ma
The Hong Kong University of Science

and Technology
Hong Kong, China
mxj@cse.ust.hk

ABSTRACT
In AI-assisted decision-making, humans often passively review AI’s
suggestion and decide whether to accept or reject it as a whole.
In such a paradigm, humans are found to rarely trigger analyti-
cal thinking and face difficulties in communicating the nuances
of conflicting opinions to the AI when disagreements occur. To
tackle this challenge, we propose Human-AI Deliberation, a novel
framework to promote human reflection and discussion on con-
flicting human-AI opinions in decision-making. Based on theories
in human deliberation, this framework engages humans and AI
in dimension-level opinion elicitation, deliberative discussion, and
decision updates. To empower AI with deliberative capabilities, we
designed Deliberative AI, which leverages large language models
(LLMs) as a bridge between humans and domain-specific models to
enable flexible conversational interactions and faithful information
provision. An exploratory evaluation on a graduate admissions task
shows that Deliberative AI outperforms conventional explainable
AI (XAI) assistants in improving humans’ appropriate reliance and
task performance. Based on amixed-methods analysis of participant
behavior, perception, user experience, and open-ended feedback,
we draw implications for future AI-assisted decision tool design.
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1 INTRODUCTION
With remarkable technological advancements, AI has been increas-
ingly used to support people in making decisions in various do-
mains, including criminal justice [32, 35], admissions [25, 140],
financial investment [53], and medical diagnosis [21, 79], among
others. Concerns surrounding AI’s accuracy, safety, ethics, and ac-
countability [12, 21, 79] have led to the widespread adoption of the
AI-assisted decision-making paradigm in real-world applications
[8, 17, 131, 141]. In this paradigm, AI performs an assistive role by
providing a recommendation, while human decision-makers can
choose to accept or reject AI’s suggestion in their final decision
[72].

Research in recent years, however, identified two challenges
within the existing AI-assisted decision-making paradigm. First,
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a battery of empirical studies found that people rarely trigger an-
alytical thinking (i.e., System 2 thinking [65]) when directly pre-
sented with AI’s suggestions [11, 16, 109]. As a result, people fre-
quently over-rely on the AI’s incorrect recommendations (over-
reliance) or mistakenly ignore AI’s correct suggestions (under-
reliance) [17, 90, 131]. Although some solutions have been pro-
posed, such as displaying AI explanations [8] and forcing people to
think (e.g., applying cognitive forcing functions [17]), the results are
mixed at best [71, 107] (Challenge 1). Second, instead of full consen-
sus or complete divergence, human and AI decision rationales often
exhibit partial alignment [117, 132]. While they may concur on
certain aspects, differences may persist on others [100]. However,
in current AI-assisted decision-making systems, AI consistently
provides a fixed recommendation regardless of human thoughts
and humans can only accept or reject AI’s recommendation as a
whole [72], with limited support for resolving conflicts or engaging
in a meaningful exchange of ideas with the AI system [100]. For ex-
ample, as shown in Figure 1 (a), when the human decision-maker’s
prediction is inconsistent with the AI model’s recommendation
and the human only partially agrees with the AI’s reasoning (e.g.,
explanation), existing AI-assisted decision-making interfaces do
not support any communication between humans and AI regarding
conflicting opinions. This limitation may impede the effective uti-
lization of both human and AI knowledge, hindering collaborative
and complementary human-AI team performance (Challenge 2).

Deliberation, characterized by thoughtful and reasoned discus-
sion, plays a pivotal role in facilitating constructive discourse and
consensus-building across various contexts [3, 119]. Deliberation
proves effective in facilitating various human decision-making
tasks, including deliberative politics [13, 54, 123], clinical diagnosis
[62, 108, 111], criminal justice [29, 126], and more. It offers individ-
uals an opportunity to rigorously evaluate different perspectives,
including their own, which can potentially address Challenge 1
in AI-assisted decision-making. Moreover, deliberation allows par-
ticipants to refine their viewpoints through informed discussions
about opinion discrepancies [50, 51, 106]. Such a structured process
may also enable humans and AI to engage in detailed discussions,
potentially mitigating Challenge 2. Despite the potential benefits
of deliberation, how to design mechanisms to facilitate delibera-
tive conversation between humans and AI and how deliberations
influence AI-assisted decision-making remain to be explored.

In this paper, based on guidelines and theories in human deliber-
ation [3, 4, 119] and decision-making [2, 10, 134], we introduce a
novel framework, Human-AI Deliberation for AI-assisted decision-
making (Figure 1 (b)). Instead of presenting a fixed AI suggestion for
humans to accept or reject, our framework encourages humans to
externalize their thoughts, enables an interactive deliberation pro-
cess between humans and AI around the conflicting points of their
opinions and rationales, and fosters dynamic, fine-grained updates
of humans and AI’s decisions. The key component of this frame-
work is Deliberative AI, which has the ability to locate viewpoint
dissimilarities, stimulate comprehensive deliberation with human
decision-makers, and make necessary changes, even compromises,
in its own suggestion as the constructive discussion unfolds. To
design such an AI assistant, we propose to integrate the strength
of domain-specific models (for reliable assistant information gen-
eration) and Large Language Models (LLMs, for interactivity and

conversation capability). We elaborate on the design of Human-AI
Deliberation framework and Deliberative AI in Section 3 and demon-
strate how to instantiate the framework in an illustrative task in
Section 4.

We realize that Human-AI Deliberationmight be especially suit-
able for handling task cases that are challenging for both
humans and AI. If both parties are very good at the task cases
(both have high decision accuracy) or one party is very proficient
in the task cases, deliberation may not be necessary. Therefore,
we study the impact of Human-AI Deliberation when the task case
is challenging for both parties. Specifically, using our proposed
Human-AI Deliberation as a research probe, we aim to explore the
following research questions.

When dealing with task cases that are challenging for both hu-
mans and AI:

• RQ1: How will Human-AI Deliberation affect task performance
and humans’ reliance (and its appropriateness) on AI sugges-
tions?

• RQ2: How will Human-AI Deliberation affect humans’ percep-
tions of the AI and user experience?

• RQ3: How will humans engage in the deliberation process when
working with Deliberative AI?

• RQ4: Howwill humans perceive the effectiveness of the proposed
Human-AI Deliberation and what can be improved for future
Human-AI Deliberation design?

To answer these questions, we conducted an exploratory study
in the context of an illustrative task (college graduate admission).
We recruited participants with graduate admissions experience (at
least once admitted to a graduate program) on Prolific and asked
them to predict an applicant’s chance of getting an offer based on
the applicant’s profile. Based on a pilot study, we selected some
task cases that were edge cases and therefore challenging for both
humans and AI (e.g., their accuracy on these task cases was around
50-55%). We compared the proposedDeliberative AI with traditional
explainable AI (XAI) and human alone baselines. Our experimental
results revealed that Human-AI Deliberation has the potential to
enhance decision accuracy and promote appropriate reliance on
AI recommendations compared to traditional XAI assistants. We
then derived valuable insights by analyzing participants’ question-
naire ratings, human behaviors, conversation logs, and open-ended
feedback.

In summary, we make three contributions:

• We propose a novel conceptual framework, Human-AI Delibera-
tion, grounded in decision-making and deliberation theories, for
humans and AI to deliberate their conflicting thoughts in a deci-
sion task. Accordingly, we design the architecture of Deliberative
AI that is capable of deliberation with humans through a novel
integration of domain-specific models and LLMs.

• We demonstrate the instantiation of the framework and Delib-
erative AI in an illustrative task (college graduate admission),
including the implementation of different components and inter-
face design.

• We conduct an exploratory study to gain an initial understanding
of howHuman-AI Deliberationmight impact the decision-making
process and how humans would perceive this novel AI assistance.
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Figure 1: An illustration of Human-AI Deliberation. (A) In traditional AI-assisted decision-making, when humans disagree with
AI’s suggestions (and only find parts of AI’s reasons applaudable), it is difficult for humans to decide whether and how much to
adopt AI’s suggestion. (B) In our proposed Human-AI Deliberation, we provide opportunities for the human and the AI model
to deliberate on conflicting opinions by discussing related evidence and arguments. Then, AI and humans can update their
thoughts (when find it necessary) and reach final predictions.

Additionally, we demonstrate its potential to improve decision
accuracy and promote appropriate human reliance on AI.

2 RELATEDWORK
2.1 AI-Assisted Decision-Making: Inadequacies

and Challenges
Artificial Intelligence (AI) is increasingly used in decision-making
across various domains [28, 31, 68, 93, 95, 144]. However, AI’s real-
world applications are not infallible, still far from 100% accuracy
[45, 91, 113]. This is especially concerning in high-stakes domains
like medicine and criminal justice, leading to ethical and legal com-
plexities [12, 21, 79]. To address this, the prevalent paradigm of
AI-assisted decision-making has emerged, drawing substantial atten-
tion in the Human-Computer Interaction (HCI) and AI communities
[8, 17, 131, 141]. In this paradigm, AI takes on a supportive role,
offering recommendations for human decision-makers to accept or
reject in their final decisions [72].

Research in AI-assisted decision-making encompasses various
objectives, such as team performance, decision fairness, efficacy,
efficiency, understanding of AI, trust, reliance on AI, and subjective
experience [6, 16, 17, 25, 26, 35, 43, 57, 67, 83, 90, 90, 91, 112, 130, 131,
138, 141]. One of the key challenges in AI-assisted decision-making
is achieving complementary performance, where the collaborative
decision outcome surpasses what either human or AI can achieve
alone [8, 73, 112, 141]. However, empirical studies reveal difficulties
in achieving this, primarily due to two issues.

One challenge is the underutilization of human and AI domain
knowledge [5]. Some researchers aim to leverage the complemen-
tary aspects of human and AI intelligence by training AI to comple-
ment human knowledge [7, 135]. Moreover, existing AI-assistant
interfaces do not efficiently harness the knowledge of both parties
[121]. AI contributes its knowledge to humans by providing recom-
mendations with AI explanations serving as a means of represent-
ing its detailed reasoning [72]. These explanations could facilitate
the collaborative synthesis of human and AI intelligence, allowing
them to combine insights into different features for final decisions.
However, when conflicting views arise, current interfaces provide
limited support for the communication and exchange of human

and AI knowledge [83]. To address this, we propose Human-AI
Deliberation to resolve conflicts through natural discussions.

The second challenge concerns human reliance on AI sugges-
tions [8, 90, 92, 94, 141]. Achieving complementary performance
relies on human decision-makers’ ability to judiciously determine
when to consider AI recommendations and when to be skeptical
[17, 109, 141]. Both over-reliance, where individuals trust AI exces-
sively [78, 104], and under-trust, where individuals fail to utilize
AI when necessary [78], can lead to adverse outcomes. Successful
decision-making requires individuals to decide whether and how to
rely on AI recommendations on a case-by-case basis [6–8, 124, 141].
Current approaches present AI performance indicators, explana-
tions, outputs, and confidence levels to assist humans in making
informed decisions. However, existing research has found that when
people are provided with a recommendation and passively look at
it, they often lack analytical thinking, leading to over-reliance or
under-reliance on AI systems [16, 43, 67, 83]. Human-AI Delibera-
tion, as proposed in this paper, encourages a careful evaluation of
AI rationales through discussions of conflicts in human and AI opin-
ions. By engaging humans in the deliberation process, it promotes
a more comprehensive understanding of AI insights, reducing the
potential for both under-reliance and over-reliance.

2.2 The Role of Deliberation in Human
Decision Making

The meaning of deliberation is “the act of thinking about or dis-
cussing something and deciding carefully” [96]. It involves consider-
ing all relevant individuals as moral agents who must justify their
viewpoints and listen to others’ reasons [52]. Rather than seeking
consensus, the process aims to enhance individual perspectives
by incorporating others’ viewpoints, thus increasing decision ma-
turity and wisdom [52]. The origin of group deliberation can be
traced back to public deliberation or deliberative democracy, where
citizens convene to discuss policies with potential implications
for their lives [116]. Recent studies on online deliberation have
showcased its ability to enhance the accuracy of crowd-working
tasks [24, 34], improve perceptions of procedural justice [40], and
facilitate consensus-building among participants [80, 111, 126, 137].
Furthermore, deliberation proves effective in facilitating various
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decision-making tasks, including clinical diagnosis [62, 108, 111],
criminal justice [29, 126], and more.

Effective decision-making is of paramount importance across
diverse domains, and deliberation emerges as a valuable process
replete with manifold advantages. First, it enhances decision quality
and problem-solving [9, 75]. Deliberation involves comprehensive
analysis and careful evaluation of options, fostering a holistic un-
derstanding of issues by considering various factors and potential
outcomes [63]. Research underscores that deliberative decisions
tend to be wiser and more effective owing to their foundation in
thorough information and thoughtful analysis [30, 74]. Second,
deliberation promotes participation and collaboration [102]. It en-
courages engagement from multiple stakeholders, thereby facilitat-
ing cooperation and communication among decision-makers [136].
This collaborative process aids in resolving complex issues, provid-
ing decision-makers with ample time for dialogue and negotiations,
ultimately ensuring the widespread acceptance of decisions [42].
Third, deliberation has the potential to mitigate decision biases and
enhance fairness [59, 70]. It assists decision-makers in objectively
analyzing issues, mitigating personal biases and emotional influ-
ences, and identifying flawed perceptions and knowledge [122].

Despite the significance of deliberation in decision-making, there
is a dearth of research on its integration into AI-assisted decision-
making processes. To address this gap, drawing upon theories and
practices in deliberation [13, 54, 86, 120, 123], we propose a frame-
work called Human-AI Deliberation to facilitate human reflection
and discussion on conflicting human-AI opinions. Based on this
framework, we aim to move a first step towards designing a Delib-
erative AI and investigating its effects on decision processes and
outcomes through an exploratory empirical study.

2.3 Existing Studies on Deliberation in
AI-Assisted Decision Making

Deliberation encompasses two essential facets: the analytical and
contemplative consideration of issues and active discussion [52].
These aspects have garnered some attention in previous research
on AI-assisted decision-making.

Concerning the stimulation of analytical thinking in humans,
one approach involves interventions aimed at encouraging deeper
engagement in System 2 thinking [65] by controlling when AI
information is presented. For instance, the concept of "cognitive
forcing" has explored strategies to compel human decision-makers
to spend more time deliberating on problems [17, 105, 109]. Meth-
ods include asking individuals to make independent predictions
before receiving AI suggestions [17, 90] or implementing a "slow al-
gorithm" [17, 105]. These cognitive forcing techniques have demon-
strated the ability to reduce human reliance on AI. Additionally,
researchers have investigated how and what information should
be presented. For instance, Garhos et al. [43] found that people
engaged in more analytical thinking when AI explanations were
provided without concrete recommendations. Furthermore, Danry
et al. [27] introduced AI-framed Questioning to enhance critical
thinking and human discernment of flawed statements. While these
approaches yield positive results, they come with limitations, such
as potentially leading to under-reliance and not addressing differ-
ences between human and AI perspectives.

Regarding discussion, some research has explored dialogues be-
tween humans and AI in cooperative games [39, 69], but these
discussions have not been specifically tailored to decision-making
tasks. Recent efforts have started to integrate discussions into AI-
assisted decision-making, such as Zheng et al.’s [143] inclusion of
AI in group decision-making to assess student essays. However,
these efforts often rely on Wizard of Oz (WoZ) setups and lack gen-
uinely designed AI systems for human interaction. Chiang et al. [26]
examined human-AI collaborative decision-making for recidivism
risk assessment, but in their work, AI only offers suggestions and
does not participate in the discussion with humans. Additionally,
Zhang et al. [140] utilize AI models as boundary objects to foster
deliberation among organizations, but they do not encompass de-
liberation between humans and AI. Perhaps the most similar work
to ours is that of Slack et al. [118]. They focused on AI explanation
and proposed using dialogue to improve the flexibility to support
arbitrary follow-up questions that users might have and enhance
people’s understanding of AI. In this paper, we also use the form of
dialogue to allow people to interact with the AI, and also include
the part where the AI gives explanations through dialogue (such
as the AI answers users’ questions). But the key difference is that
we focus on deliberation design and propose Deliberative AI which
can not only “explain to users” but also actively engage users in
the deliberative discussions by “asking or challenging” the users,
aiming to promote people’s critical thinking.

Drawing inspiration from the principles of deliberation, we in-
troduce a novel paradigm of Human-AI Deliberation. Additionally,
we design Deliberative AI which combines the conversational capa-
bilities of large language models (LLMs) with the predictive abilities
of domain-specific models (DS-Model). Deliberative AI encourages
meticulous human thinking and facilitates discussions concern-
ing disparities between human and AI viewpoints. Through an
exploratory assessment, we investigate the potential impacts of
deliberation on AI-assisted decision-making. Our work takes an
initial step toward designing and evaluating human-AI delibera-
tion in decision-making contexts, offering valuable insights into
the integration of deliberation into AI-assisted decision-making
processes.

3 FRAMEWORK: HUMAN-AI DELIBERATION
In this section, we first introduce the general process of decision-
making with an emphasis on the step that weighs the evidence
for an alternative. Then, grounded in the theoretical construct of
Weight of Evidence (WoE), we propose the Human-AI Deliberation
framework. Finally, based on theories and practices in human de-
liberation, we introduce the design considerations and structure of
Deliberative AI, the core AI component of our framework.

3.1 Unpacking Decision-Making
Decision-making is a process of making a choice from a number
of alternatives to achieve a desired result [37]. Existing literature
summarizes the general decision-making process into seven steps
[88, 125] – Step 1: Identify the problem, Step 2: Collect information,
Step 3: Identify the alternatives, Step 4: Weigh the evidence, Step 5:
Choose from the alternatives, Step 6: Implement action, and Step 7:
Evaluate the results.
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In this work, we dissect a decision-making problem and human-
AI thoughts into four structured components (Figure 2 (a)). (1)
Decision means the overall decision to make for a specific prob-
lem. (2) Dimension refers to an aspect that people consider when
reaching an overall decision. For instance, in a graduate admis-
sion task, dimensions could be applicants’ academic excellence,
research ability, etc. Taking tabular task data (commonly used in
decision-making [46, 131]) as an example, a dimension may be an
attribute or a set of related attributes. (3)Opinion on a dimension
denotes one’s views on the impact of a dimension on the overall
decision (e.g., an applicant’s academic excellence contributes +50%
to the overall chance of being admitted). (4) Evidence is the basis of
an opinion. For humans, evidence can encompass facts, heuristics,
past experiences, personal beliefs, interpretations, and even creative
thoughts [114, 115]. In contrast, AI’s evidence primarily originates
from information and knowledge embedded in the training data.

3.1.1 When and Where to Deliberate? In the scope of this paper,
we propose to conduct Human-AI Deliberation in “Weigh the Evi-
dence” (Step 4 in the seven decision-making steps). For one thing,
disagreements between human’s thoughts and AI’s suggestions
often surface when they assess alternatives in this step. Diverse
interpretations of evidence in Step 4 are likely to lead to conflicting
opinions and disparate outcomes in steps 5-7 [72]. For another, in
existing AI-assisted decision-making tasks [8, 72, 73], steps 1-3 are
usually settled in advance and there is no need for much delibera-
tion. We propose to have humans and AI deliberate their opinions
at the detailed Dimension level (i.e., to what extent a dimension
supports or opposes the final decision) rather than merely talking
about accepting/rejecting one’s overall decision. In this process,
both human and AI need to support their arguments with evidence
and weigh the presented evidence according to credibility and pro-
bative value [10].

3.1.2 What to Deliberate on? In real-world practices, a deliberation
process in Step 4 is often informed by the importance of evidence
interpreted in a particular context [22]. In information theory, such
“importance” is quantified as the (probabilistic) weight of evidence
(WoE) for a given hypothesis (and against alternative hypotheses)
[50, 51, 106]. WoE is well studied and widely adopted in various
decision-making domains [2]. This is because its literal meaning is
easy to understand by lay users and its probabilistic calculation is
simple to implement in practical applications [51, 110].

WoE is the core content of deliberation in our proposed frame-
work. It corresponds to “opinion” – the importance of a dimension
to a final decision given one’s interpretation of evidence. In the
remainder of this paper, we use the term opinion (as well as its
synonyms e.g., viewpoint) and WoE interchangeably.

It is crucial to note that during evidence weighing, both humans
and AI possess strengths and limitations. For instance, humans may
offer novel insights not present in AI training data, yet they can
be constrained by time and cognitive biases, as per the “Bounded
Rationality Model” [114, 115]. AI excels in data-driven knowledge
and computation, but is known to be susceptible to biases in train-
ing data and falters in the face of out-of-distribution cases [84].
These inherent human and AI shortcomings can result in poten-
tially incorrect, incomplete, or biased evidence weighting, leading

to opinion discrepancy and even decision errors. Hence, foster-
ing humans’ deliberation on conflicting evidence weights could be
advantageous.

3.2 Human-AI Deliberation: A Framework
Deliberation is beneficial for enhancing decision-making by inte-
grating diverse perspectives, improving the quality of solutions
by considering various viewpoints, fostering critical thinking, and
increasing the likelihood of reaching informed and well-thought-
out conclusions [52]. Although deliberation is commonly used in
democracy and political settings [13, 54, 123], its idea can be ap-
plied to other decision-making tasks such as clinical diagnosis
[62, 108, 111], criminal justice [29, 126], etc. Building upon the WoE
decision-making approach, we propose Human-AI Deliberation, a
framework to stimulate deliberative processes involving both hu-
mans and AI (Figure 2). This framework comprises the following
essential activities:

• Elicitation of Thoughts: Human and AI start with articulat-
ing their dimension-level perspectives on the decision problem.
While AI presenting its “thoughts” (e.g., in the form of feature im-
portance explanation) is rather common in AI-assisted decision-
making [83], this activity also encourages individuals to clarify
their ideas and examine their reasoning, which prompts analyti-
cal thinking in human [17, 97]. Two aspects of this activity re-
quire careful design. First, AI thought elicitation demands a good
balance between human information needs and interpretability
[1, 101]. Prior research suggested that certain mechanisms AI
applies to make inferences and predictions, although informative,
are not comprehensible to humans [99]. Hence, the design of AI’s
“thought” explanations should be critical for this activity. Second,
human thought elicitation, while encouraging thoughtful reason-
ing [17, 97], can impose a potential workload. It thus demands
suitable, friendly interface designs.

• Alignment of Human-AI Thoughts: As human’s and AI’s
viewpoints and the process they form those viewpoints may
diverge [60, 66, 99], this activity is tasked with establishing a
common language for the two parties to compare their WoE and
determine the extent of discrepancy, if any. Proper assessment
and presentation of human-AI WoE differences can help effec-
tively navigate humans’ attention and efforts in the subsequent
activities [14].

• Discussion: This activity features constructive discussions that
enable humans and AI to substantiate their opinions via com-
munication, clarifying choices of evidence, and the basis for as-
signed weights. It has the potential benefits of cultivating critical
thinking, mitigating biases, and raising awareness of differences
between multiple parties [58, 76, 97]. This activity has a huge
design space and usually needs to be tailored to specific decision
tasks. It entails considering various discussion-related factors,
including content, style, leadership (who initiates and leads the
conversation), duration, and so on. A typical solution is trans-
ferring human-human discussion practices [58, 76, 97] to the
human-AI discussion contexts.

• Update of Thoughts: In-depth discussions may expose potential
flaws and conflicts in the original decisions as humans and AI
are both imperfect [8]. This activity provides an opportunity
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Figure 2: The framework for Human-AI Deliberation. (A) Illustrates the Weight of Evidence (WoE) concept in decision-making,
showcasing how decision-makers assess evidence across dimensions to shape opinions and arrive at a final decision. (B) Presents
the Architecture for Human-AI Deliberation, with key activities (shown in grey boxes) and potential design space (shown in
dashed-line boxes).

for them to reflect on the gaps in thinking [97] and revise their
thoughts accordingly. For AI, this means designing appropriate
mechanisms to interactively update its recommendations. For
humans, the interface should possess the flexibility for them to
change their WoE.

In summary, the proposed Human-AI Deliberation framework
consists of four interlinked activities and requires proper designs
(the potential design space is illustrated in the dashed box in Figure
2 (b)) of a decision-making interface and an AI with the ability to de-
liberate with humans. Since the interface design is task-dependent,
we only introduce the design of Deliberative AI in the next subsec-
tion. Notably, not all activities in this framework are necessarily
required for Human-AI Deliberation. Furthermore, we do not intend
to exhaust all possible forms of Human-AI Deliberation. Researchers
are encouraged to extend this framework or propose plausible al-
ternatives.

3.3 Deliberative AI: Design Considerations and
Overall Structure

Inspired by human-human deliberation practices and measure-
ments, we derive a set of design considerations for a Deliberative AI.
Then, we introduce its overall architecture proposed in accordance
with these considerations.

According to deliberative theories [13, 54, 123] and practices
[86, 120], Discourse Quality Index (DQI) [119] and its improved ver-
sions [4, 18] are the most comprehensive and widely used guideline
for assessing human deliberation. We adapt DQI to our AI-assisted
decision-making context and summarize the following design con-
siderations (DCs):

- DC 1. Participation equality: Deliberative AI should ensure
that both parties possess equal voice [23] and share similar op-
portunities to offer opinions and reasons as well as to participate
in discussions.

- DC 2. Justification rationality: Deliberative AI should adeptly
provide rational justifications for its stances during interactions
and encourage humans to do the same.

- DC 3. Constructive updates: Rather than rigidly adhering to its
initial opinions or blindly leaning towards others, Deliberative AI
should aim to facilitate compromise, reconciliation, or consensus
as deliberation evolves. It should help both sides to think carefully
and rationally and update their WoE in a timely manner.

- DC 4. Interactivity: Deliberative AI should be able to under-
stand human intentions and dynamically generate appropriate
responses based on human’s questions, arguments, and state-
ments.

- DC 5. Respect and agreement: Deliberative AI must ensure
polite discourse and respect for other participants, especially
during discussions. Even if it disagrees with humans on some
aspects, Deliberative AI should show respect and understanding,
creating a positive environment for continued engagement.
To fulfill these considerations, we integrate Large Language

Models (LLMs) and domain-specific models (DS models) to build
Deliberative AI. DS models are responsible for the initial generation
and subsequent refinement of AI’s WoE. DS models’ predictive
power and domain knowledge offer reliable (instead of potential
hallucination) information for deliberation activities. LLMs, on
the other hand, bridge the interactions between humans and DS
models with their conversation abilities. Overall, the architecture
of Deliberative AI (illustrated in Figure 3) comprises three layers:
Communication layer, Control layer, and Knowledge layer.
• The Communication layer, empowered by LLMs, incorporates
three components:
- Intention Analyzer (for DC 4) understands human intent and
argument evidence, facilitating cross-referencing with the
Knowledge layer through the Control layer.

- Deliberation Facilitator (for DC 2&5) encourages careful think-
ing and rational justifications while maintaining respectful
deliberation.
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Figure 3: The Architecture of Deliberative AI. Our design integrates both a domain-specific model and a Large Language Model,
enabling the AI to engage in natural communication with humans while also harnessing domain knowledge derived from the
specialized model.

- Argument Evaluator (for DC 2&3) assesses human justifica-
tion rationality, which can be used to further prompt humans’
reasoning and update AI opinions.

• The Control layer, encompassing four components, oversees:
- Dialogue Controller (for DC 1) manages the deliberative dis-
cussion process (e.g., when to elicit thoughts, when to update
opinions, when to move on to the next dimension, etc.)

- Regulator (for DC 2) guides and constrains LLM output with
domain-specific model insights and training data.

- Knowledge Extractor (for DC 2) extracts data insights from
domain-specific models and training data based on human
intent analysis.

- Opinion Update Controller (for DC 3) adjusts AI viewpoints
based on human-AI dynamics (e.g., the strength of justifica-
tions, uncertainty behind AI’s opinions, etc.).

• The Knowledge layer comprises a domain-specific model and
training data, providing both domain-specific knowledge and
data-derived insights.

In Sec. 4, we will empirically explore a subset of these dimensions
with a specific instantiation of the proposed Human-AI Deliberation
framework and Deliberative AI in a graduate admission task.

4 INSTANTIATING THE FRAMEWORK:
GRADUATE ADMISSION PREDICTION

4.1 Task, Dataset and AI Model
We choose to use graduate admission as an illustrative task to
demonstrate how to instantiate the proposed Human-AI Delibera-
tion framework. In this task, participants decide on admitting or
rejecting applicants to a U.S. university based on their profiles. We
chose this task for two key reasons. First, this task is widely used in
AI-assisted decision-making research [25, 36, 140, 142], with real-
world universities employingAI algorithms for decision consistency

and workload reduction [103, 133]. Second, graduate admission of-
ten involves deliberation among committee members [140], making
it ideal for studying the effects of our proposed Human-AI Deliber-
ation.

The task utilizes a synthesized dataset [25] that simulates profiles
of applicants at a U.S. public university based on publicly available
aggregate statistics and distributions1. The dataset comprises 100
student applications’ profiles, featuring attributes considered by
admission committees in actual scenarios, e.g., GRE Verbal, GRE
Quant, GRE Writing, GPA, Statement of Purpose Strength, Diversity
Statement Strength, Country,Major, Applicant’s Undergraduate Insti-
tution Rank, and Recommendation Letter Strength. The dataset also
includes a decision label for each case: strong reject, weak reject,
weak accept, or strong accept.

To build a domain-specific model (DS-model) that can gener-
ate suggestions, we trained a multi-category linear model using a
70% random split of the dataset as in [25]. We employed a linear
regression model as a decision classifier, discretizing the predicted
responses into one of the four decision labels. Consistent with
common practices [36], we further binarized the original labels,
mapping strong/weak reject to “reject” and strong/weak accept to
“accept” as the ground truth for assessing AI model’s and partic-
ipants’ prediction accuracy. The trained model achieved an 80%
accuracy on the remaining 30% test set. The task samples used
in the study were selected from the test set. It should be noted
that in order to explore the effect of Human-AI Deliberation, we
specially selected cases from the test data that are challenging for
both humans and AI, so that the performance of AI is around 50%.
But this does not mean that the AI model used in our study is an
unrealistically low-performance AI, just that we focus on difficult
task cases.

1Due to privacy issues, public graduate admission data sets are all synthesized. We
acknowledged that it may deviate from the real-world setting.
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4.2 Implementation of Human-AI Deliberation
4.2.1 Human-AI Thought Representation and Alignment. In our
Human-AI Deliberation framework, the initial step involves both
humans and AI externalizing their thoughts. We employ feature
contribution [82, 83] to represent their weight of evidence (WoE)
along each decision dimension [2]. Feature contribution is repre-
sented by contribution scores indicating the positive or negative
influence of each feature 𝑥𝑖 on the final prediction 𝑦. In graduate
admission tasks, we treat each attribute in an applicant’s profile
as a dimension, and feature contribution requires humans and AI
to assess the influence of each dimension on the final decision. It
provides a common ground for AI and humans to express, compare,
and initiate discussions about their thoughts at the feature level
(see Table 1).

For the human side, WoE can be interpreted as the influence of
an attribute on the total chance of an applicant being admitted. For
the AI side, we used SHAP (SHapley Additive exPlanations) [87], a
widely-used explainable AI algorithm, to generate AI feature con-
tributions. SHAP values indicate both the direction and strength of
a feature’s impact on predictions. SHAP offers two key advantages:
it captures feature interactions, mirroring human decision-making,
and its additive nature resembles how humans combine evidence
weights for or against options [10]. However, when applied in the
context of Human-AI Deliberation, two limitations arise: (1) Raw
SHAP values can be challenging to interpret directly. To better con-
vey feature influence to non-expert humans, we converted SHAP
values into probabilities by adopting a regression model and trans-
forming the four-category label range into a 0-100% range (in this
way, the generated SHAP value can be directly mapped to 0-100%)
2 (2) SHAP values only tell users how important a feature is, but
not why it is important. To bridge this gap, we propose generat-
ing “meta-explanations” that use Knowledge Extractor (Sec. 3.3) to
extract evidence (e.g., data patterns) from training data for each
dimension, enhancing AI’s transparency during deliberation.

4.2.2 Implementation of Deliberative AI. Next, we describe how
we implemented each component of Deliberative AI.

I. Communication Layer. This layer serves as a vital bridge
between humans and the DS-model, facilitating effective commu-
nication by comprehending human inputs and crafting relevant
responses.

I-1. Intention Analyzer. We harnessed the language capabilities
of LLMs3 to discern human intentions and targeted dimensions in
discussion. To formulate effective prompts for intention analysis,
we conducted a pilot study to gather common dialogues around
graduate admission decisions, including questions, arguments, cri-
tiques, and challenges. In the pilot study, we developed a prelimi-
nary version Deliberative AI (with imperfect deliberative discussion
capability) to carry out conversations with 30 participants from

2Other conversion methods include using the TreeExplainer from the SHAP library
(and setting model_output=“probability”) to generate the probabilistic SHAP value.
Because the admission prediction used in this paper can be naturally converted into a
probability problem, we adopted more direct category label-probability mapping.
3In this study, we use GPT-3.5-turbo as the language model, which has sufficient
conversational power and is freely accessible (relative to GPT-4). We will use “LLM”
throughout this paper for consistency.

Prolific4. Each participant expressed their opinions on various di-
mensions of applicant profiles and engaged in discussions with
the AI, particularly focusing on conflicting opinions. This yielded
226 human deliberative statements. To extract diverse intentions
from these statements, two authors conducted qualitative coding
using thematic analysis [61], and the results are summarized in
Table 2. We then iteratively refined LLM prompts based on the col-
lected data and built an "Intention Analyzer" with a 96% accuracy
in identifying themes of participant statements. Specific prompts
are available in the supplementary materials.

I-2. Deliberation Facilitator. This component addresses DC2 (Justi-
fication Rationality) and DC5 (Respect and Agreement), as discussed
in Sec 3.3, by designing corresponding LLM prompts. In particular,
we instruct LLM to (1) Demonstrate a nuanced understanding of the
human’s statement; (2) analyze the specific content of the person’s
statement; and (3) provide a thoughtful and critical response. For
detailed prompts, please refer to the supplementary materials.

I-3. Argument Evaluator. The main function of this component is
to assess the strength of a person’s statement, which informs up-
dates to AI opinions. Drawing from established theories in human
argumentation evaluation [55, 127, 128], we devised a comprehen-
sive scoring mechanism with nine key items: Clarity, Relevance,
Evidence, Logic, Consistency, Counterarguments, Depth, Credibil-
ity, and Alignment. These criteria are integrated into a prompt,
guiding the LLM to evaluate human statements. We then average
and scale the scores to obtain the overall human argument strength
𝑆𝐻𝑢𝑚𝑎𝑛 (from 0 to 1; 0: weakest, 1: strongest). Additional details,
including scoring schemas and prompts, can be found in the sup-
plementary materials.

In summary, the communication layer can engage in general
interactions with humans. To imbue it with specific model opinions
and knowledge, we require a control layer to mediate between the
LLM and the DS-model.

II. Control Layer. This layer manages the querying and extrac-
tion of specific DS-model opinions and knowledge while controlling
the entire conversation flow.

II-1. Dialogue/Discussion Controller. This component serves as
the control center for the discussion process, orchestrating a struc-
tured deliberation flow as shown in Figure 4. It unfolds as follows:
[Thought Elicitation] Participants express theirWoE on each dimen-
sion; AI responds with its perspectives. [Discussion] AI highlights
commonalities and discrepancies, inviting participants to provide
justifications or question differing viewpoints. AI responds with
critical insights. All three components of the Communication layer
(Intention Analyzer, Deliberation Facilitator, and Argument Evalu-
ator) play vital roles in this phase. After one round of discussion,
AI offers input options for participants to update, maintain, or con-
tinue the discussion. AI proceeds based on participants’ choices. If
they wish to move to the next dimension, AI summarizes any pend-
ing dimensions, highlighting differences. Participants can choose to
explore untouched dimensions, revisit previous discussions, or skip
this round. Participants have the flexibility to initiate dialogues on
any dimension at any time, using quick input options or free text.
They can refine their views on the decision interface independently
of AI opinion updates.

4www.prolific.co
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Table 1: The mapping between AI “thoughts” and human thoughts in the Weight of Evidence framework.

Component AI “thoughts” Human thoughts
Decision Accept or reject one applicant Accept or reject one applicant
Dimension Feature/Attribute (e.g., GPA) Feature/Attribute (e.g., GPA)
Opinion A feature’s contribution (e.g., GPA: + 13%) Weight of evidence (e.g., GPA: -5%)
Evidence Training data Data or other knowledge held by people

Table 2: Qualitative analysis of the sentiment/intention category of participants’ statements (arguments, justifications, questions,
critiques, etc.) in the deliberative discussion.

Themes Definitions and Examples #Participants

Distribution/Level of
an attribute’s values

Participants evaluate how attribute values are distributed among the pool of
applicants. 35 (15%)
“3.16 isn’t a bad GPA - it’s only slightly below average, sure, but it’s still fairly good” (P2)

Overall importance
of an attribute

Participants consider or challenge the overall importance of an attribute on the
admission decision.

24 (10%)“Diversity is extremely important to the institution as a whole so the students highly rated
diversity statement would highly influence their admittance.” (P33)

Contribution of
an attribute

Participants directly express their opinion on an attribute’s contribution or
challenge the contribution given by the AI but without evidence.

47 (20%)“I know Applicant Undergraduate School Ranking has a significant impact on the chance of
admission. But why is medium rank not good?” (P1)

Contrastive
evaluation

Participants compare an attribute’s current value with other values (often using
the average) to judge an attribute’s impact.

41 (18%)“I am surprised you ranked the applicant’s GPA on a negative scale. 3.26 is not that much
lower than the 3.5 of the last applicant.” (P10)

Holistic review
of multiple attributes

Participants evaluate how different attributes interact, taking into account the
influence of certain attribute values on the strength of others.

23 (10%)
“The engineering major is incredibly difficult and any GPA above a 3.5 is considered success-
ful.” (P3)
“I said 2% positive influence because this individual went to a top rank school, which I assume
is harder academically than some lower ranked schools.” (P22)

Data-irrelevant
questions/arguments

Participants give data-irrelevant statements based on their heuristics, past expe-
riences, personal beliefs, etc.

77 (34%)“Statement of purpose is the only part of the application process where the applicant gets
to show us who they really are in their own words - not just a score or some data value. I
ranked these higher for this reason.” (P5)

II-2. Knowledge extractor. Based on the attributes/dimensions and
intent types identified by the “Intention Analyzer” (see Table 2),
we developed a series of query functions to extract relevant data
knowledge from the DS-Model. These functions help pull evidence
for the LLM to generate responses in deliberative discussions appro-
priately. We established a mapping between the recognized intent
type and the query function and called different query functions
based on the recognized intent type. Below is a brief overview of the
designed functions corresponding to different human intent types.
Please refer to the supplementary materials for detailed codes and
examples.

• Distribution/Level of an attribute’s value: Function get_distribution
(attribute) calculates attribute value percentiles within the appli-
cant pool, along with contextual comparisons (with minimum,
maximum, quartiles, mean, and median).

• Overall attribute importance: Function get_global_feature_importance
(attribute) returns global importance. Function get_correlation
(attribute) provides Pearson correlation. Function get_influence_on_admission_chance
(attribute) calculates admission chance changes for varying at-
tribute values.

• Contribution of an attribute: Function get_current_value_influence
(attribute) calculates admission chance differences when an at-
tribute is randomized.

• Contrastive Evaluation: Function get_contrastive_admission_chance
(attribute, contrastive) computes admission chance differences
with a contrastive value.

• Holistic review ofmultiple attributes: Function get_holistic_analysis
(attributes, fixed_attributes) evaluates attribute impacts in specific
scenarios, e.g., GPA percentile in top-ranked schools.
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II-3. Regulator. The primary objective of this component is to
harness the expertise of the DS-Model to regulate the responses gen-
erated by LLM. This approach makes certain that LLM’s responses
always align with the DS-Model’s knowledge and decisions. To
achieve this goal, we created consistency-ensuring prompts based
on three key elements: (1) the findings extracted by the Knowledge
Extractor, (2) the overarching decisions made by the DS-Model,
and (3) the DS-Model’s viewpoint on the current attribute under
discussion.

II-4. Opinion Update Controller: We updated the AI’s opinions
by taking into consideration: (1) the current opinions of both the
human (𝑂𝐻𝑢𝑚𝑎𝑛) and the AI (𝑂𝐴𝐼 ) on the discussed attribute, (2)
the strength of the human’s argument (𝑆𝐻𝑢𝑚𝑎𝑛 , see Argument Eval-
uator), and (3) the AI’s uncertainty (𝑈𝐴𝐼 ) measured and calibrated
via Uncertainty Quantification 360 toolbox [48] (the uncertainty
ranges from 0 to 1: the closer to 1, the more uncertain AI’s pre-
diction is). We propose the following formula to update the AI’s
opinions (𝑂̂𝐴𝐼 ) on an attribute based on these factors, inspired by
result aggregation in crowd intelligence [44, 89]:

𝑂̂𝐴𝐼 =
1 −𝑈𝐴𝐼

1 −𝑈𝐴𝐼 + 𝑆𝐻𝑢𝑚𝑎𝑛
·𝑂𝐴𝐼 +

𝑆𝐻𝑢𝑚𝑎𝑛

1 −𝑈𝐴𝐼 + 𝑆𝐻𝑢𝑚𝑎𝑛
·𝑂𝐻𝑢𝑚𝑎𝑛, (1)

III. Knowledge Layer
This layer primarily consists of the DS-Model and the training

dataset. The DS-Model offers comprehensive perspectives and fa-
cilitates real-time decision predictions. The training dataset offers
necessary information (e.g., data distributions and patterns) for the
Knowledge Extractor to perform real-time calculations and queries.

4.2.3 An Example. Figure 5 provides the details of a conversation
between a human and a Deliberative AI discussing how an ap-
plicant’s GPA affects admissions chances. Here’s a step-by-step
breakdown:

(1) The user inputs GPA-related arguments in the dialogue in-
terface.

(2) The system packages the user’s input as a prompt for the
Intention Analyzer in the Communication Layer.

(3) The Intention Analyzer recognizes attributes and intentions
and saves in JSON format, then forwards it to the Knowledge
Extractor in the Control Layer.

(4) The Knowledge Extractor generates a query function and
fetches statistical results from the DS-Model and training
data.

(5) The statistical results are transmitted to the Regulator.
(6) Regulator crafts a constraint prompt ensuring consistency

between the LLM’s output and the DS-Model’s prediction,
feeding it to the LLM-based Deliberation Facilitator.

(7) The Deliberation Facilitator generates responses to the user’s
initial arguments.

Overall, in this framework, LLM is used for language understand-
ing and generation. The opinions and evidence used by LLM are
retrieved in real time from the DS-Model and training data through
our logic code (like retrieval augmented generation [81]). In this
way, the LLM is used in a controllable and responsible manner,
minimizing the potential hallucination.

4.3 Interface Design
The interface for the graduate admission task is structured into
three main regions:

• Profile Region (Figure 6 (A)) displays the applicant’s profile,
providing a table with the current value and possible range of
each attribute. Users can access attribute definitions and basic
data distribution statistics (minimum, maximum, average, and
median values) by hovering over pink circular markers.

• Opinion and Prediction Region (Figure 6 (B)) is dedicated to
thought elicitation by both users and the AI.
- The upper part displays aggregate predictions from both hu-
mans and AI. This includes a legend (Figure 6-1) and two slide
bars (Figure 6-2 and -3) representing AI’s and the user’s over-
all predictions, respectively. Each slide bar shows three line
indicators: a white line representing the average admission
probability of all applicants, a green line showing the initial
predictions made by humans/AI, and a yellow line denoting
the updated prediction by humans/AI (only shown after an
update is made).

- The bottom part of this region allows both humans and AI
to express specific opinions on each decision dimension (i.e.,
applicant attribute). A simplified profile is displayed in the
middle (Figure 6-5) to minimize users’ need to switch atten-
tion. Each dimension is accompanied by a status indicator,
denoting whether it has been discussed (green), is currently
being discussed (orange), or is yet to be discussed (gray). Sepa-
rate “concrete opinion” slide bars are presented next to each
attribute (Figure 6-4 and Figure 6-6) for AI and humans to
indicate their dimension-level opinions.

- Each dimension’s slide bar starts in a central position (0%
contribution). Users can drag the slider any time to the right to
increase the weight on an attribute toward a positive “admit”
decision or to the left to reduce its contribution. Alternatively,
users can directly input contribution values in a box below the
slider.

Slide bars in Figure 6-2 and Figure 6-4 are interconnected, so as
those in Figure 6-3 and Figure 6-6. Values within the “overall
prediction bar” reflect the cumulative values from the “concrete
opinion bars.” Any changes in the dimension-level bars immedi-
ately update the overall prediction. AI’s and the user’s opinions
are displayed side by side for easy comparison. Note that at the
beginning of each case, users have to complete their opinion
inputs and click the [Submit Opinion] button to see AI’s initial
(overall and concrete) suggestions.

• Discussion Region (Figure 6 (C)) is where all deliberative dia-
logues take place. Users can type out their opinion arguments,
questions, disagreements with AI, responses to AI queries, and
more. Importantly, changes made in the Opinion Region are seam-
lessly integrated by AI and reflected in ongoing discussions, and
conversely, any viewpoint changes mentioned in the dialogue
are instantly updated in the Opinion Region.

5 EXPLORATORY USER STUDY
To get an initial understanding of the impact of the Human-AI
Deliberation mechanism on AI-assisted decision-making, we con-
ducted a mixed-methods study in the context of graduate admission
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Figure 4: The conversation flow for the deliberative discussion.

decisions. We call this study exploratory because we did not seek
to specifically prove whether Human-AI Deliberation is effective
for actual graduate admissions. In other words, graduate admis-
sion is NOT our focus. Instead, we just use graduate admission as
an illustrative task to explore the potential effects of Human-AI
Deliberation on AI-assisted decision-making.

5.1 Task Setup
We used the graduate admission task as our testbed. To ensure
manageable study durations and prevent participant fatigue, we
selected five task cases based on the length of the pilot study. These
cases included one for the tutorial and four for the main tasks.
Among the main tasks, two represented US applicants (US cases),

and the other two represented Asian applicants (Asia cases). To
keep the Deliberative AI discussions engaging and avoid repetition,
we carefully chose tasks with diverse attributes. It’s worth noting
that the AI model is biased toward US applicants due to training
data biases. This bias results in a “+11%” feature contribution for
“Country belongs to the US“ and a “-4%” feature contribution for
“Country belongs to Asia”. So it can be interesting to test whether
participants will discover such biases when collaborating with the
AI.

5.2 Conditions
We compared the proposed Deliberative AI with the traditional
explainable AI assistant (XAI ) and Human Alone.
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Figure 5: An illustration of how Deliberative AI processes humans’ inputs and how it generates outputs. The prompts used are
simplified in this figure for illustration purposes. (for the complete prompts, please check our supplementary materials)

• Deliberative AI (DAI): Participants share their thoughts on vari-
ous dimensions before viewing AI recommendations. We present
AI’s “thoughts” on each dimension afterward. After comparing
conflicting viewpoints, we offer a dialogue interface for partic-
ipants and AI to discuss any of the perspectives, as shown in
Figure 6.

• Explainable AI (XAI): After individuals provide their predic-
tions, they receive AI recommendations (alongwith feature contribution-
based explanations) and then make their final judgments (see
Figure 15 in Appendix).

• Human Alone: Participants need to make predictions indepen-
dently without any AI assistance.

5.3 Procedure and Participants
5.3.1 Procedure. We conducted a between-subjects study. After
obtaining consent, participants completed a background question-
naire gathering demographic data and assessing their AI exper-
tise. Participants then went to an interactive tutorial, practiced
with one example task, and received distribution and summary
statistics for each attribute of the applicant’s profile. Following the
tutorial, qualification questions were asked to check participants’
understanding of the task, with only those answering all questions
correctly proceeding to the main task. The main task involved
tackling four graduate admission task cases, including providing
predictions/opinions, receiving AI suggestions/opinions, engaging
in discussions with AI, and confirming final predictions. Finally, we
collected participants’ perceptions, experiences, and feedback on
the AI system and the discussion process in the exit survey.

5.3.2 Participants. Before participant recruitment, we conducted
a power analysis to determine the required sample size for using
G*Power [41]. We specified a default effect size 𝑓 =0.25 (indicating
a moderate effect), a significance threshold 𝛼=0.05, and a statistical
power 1− 𝛽=0.8. This resulted in a required total sample size of 159
participants for the three conditions. After obtaining institutional
IRB approval, we recruited a total of 174 participants from Prolific4.
To ensure high-quality responses, participants had to meet specific

criteria: (1) residing in the United States; (2) having been admitted
to a US graduate program before (as the task involved predicting
graduate admission in a US university); (3) having at least a 99%
approval rate with at least 1000 previous submissions; (4) using
English as their first language; and (5) using a desktop computer
for the experiment. After filtering based on attention-check ques-
tions, we obtained 153 valid responses (Deliberative AI : 48, XAI : 51,
Human Alone: 54). Among the final participants, 84 self-reported as
male, 67 as female, and 2 as other. There were 23 participants aged
24-29, 42 aged 30-39, 33 aged 40-49, 30 aged 50-59, and 25 aged over
59. Participants also rated their knowledge of artificial intelligence:
9 had no knowledge, 86 knew basic AI concepts, 50 had experi-
ence using AI algorithms, and 8 were AI experts. Participants in
the Deliberative AI condition received bonuses based on the actual
study length. To motivate high-quality work, participants received
a $0.50 bonus if their overall accuracy exceeded 75%. On average,
participants earned about $12 per hour.

5.4 Measurement
To comprehensively assess the impact of human-AI deliberation, we
evaluated the following aspects. Detailed meanings and questions
for each metrics can be seen in Table 3.
• Task Performance. We evaluated decision accuracy using Deci-
sion Accuracy [8, 90, 141].

• Reliance. We assessed participants’ reliance on AI suggestions
using Agreement Fraction [57, 90, 141] and Switch Fraction [57,
141]. Also, we measured the appropriateness of human reliance
by Over-reliance Ratio [104, 129, 131] and Under-reliance Ratio
[104, 129, 131].

• Behaviors. We examined participants’ Opinion Changes [15, 49,
107], Frequency of Opinion Changes [139], Conflicting Dimensions,
Dimensions Discussed, and Time Spent [1, 138]. Specifically, for
Opinion Changes, we use weight of advice (WOA) [49] to measure
how humans’ overall opinions are influenced by AI’s opinions5.

5WOA is 0 when a human’s final prediction matches their initial one, 1 when it matches
the AI’s prediction, and 0.5 when the individual averages their estimate with AI advice.
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Figure 6: The interface of Deliberative AI. The interface contains three parts. The top part (A) is the applicant’s profile. The
bottom left part (B) is the region for humans and AI to indicate (and update) their opinions. The bottom right part (C) is the
discussion region where humans and AI can discuss conflicting opinions. (All the dashed lines are only for illustration)
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Table 3: Measurements used in our user study. We collected participants’ objective decision and behavior data, subjective
questionnaire data, and qualitative open-ended feedback.

Aspect Metrics Detailed Meaning and Questions
Objective Measures
Performance Decision Accuracy Accuracy of participants’ final predictions.

Reliance

Agreement Fraction
Percentage of tasks where participants’ final prediction agreed with AI’s predic-
tion. Number of final decisions same as the AI suggestion

Total number of decisions

Switch Fraction
Percentage of tasks where AI’s prediction was used when initial disagreement
existed. Number of decisions user switched to agree with the AI model

Total number of decisions with initial disagreement

Over-reliance Ratio
Fraction of tasks where participants used an incorrect AI prediction.
Number of incorrect human final decisions with incorrect AI suggestions

Total number of incorrect AI suggestions

Under-reliance Ratio
Fraction of tasks where participants did not use a correct AI prediction.
Number of incorrect human final decisions with correct AI suggestions

Total number of correct AI suggestions

Behaviors

Opinion Changes WOA = human finally predicted admission chance−human initially predicted admission chance
AI initially predicted admission chance−human initially predicted admission chance

Frequency of Opinion Changes Count of opinion changes per prediction.
Dialogue Rounds Number of conversation rounds in a decision-making task.

Conflicting Dimensions Count of dimensions with conflicting information.
Dimensions Discussed Count of dimensions considered in a prediction.

Time Spent Average time spent per decision.
Subjective Measures

Perceptions
of AI

Helpfulness “I think the AI model’s assistance is helpful/useful for me to make good decisions.”
Trustworthiness “The AI model can be trusted to provide reliable decision support.”

Understanding “I understand how the AI model works to predict an applicant’s chance of being
admitted.”

User
Experience

Decision Confidence “I feel confident in the decisions I made.”
Mental Demand “The decision-making process is mentally demanding.”

Effort “I have to work hard (mentally and physically) to accomplish my level of perfor-
mance.”

Complexity “The decision-making process and the interaction with AI models are complex.”
Satisfaction “I am satisfied with the AI model’s assistance and the decision-making process.”

Open-ended
Feedback

Perception of helpfulness “Do you think the discussion with AI is (or not) helpful? Could you tell us the
reasons why you think the discussion is helpful (or not helpful)?”

Perception of AI update “What do you think of the AI updating its own views during the discussion?”

Potential Improvement “To make a better discussion, which parts do you think the current AI needs to be
improved, and how should it be improved?”

• Perceptions of AI. Wemeasured participants’ perceivedHelpful-
ness [16, 20, 77], Trustworthiness [17, 46], andUnderstanding [131]
through 7-point Likert scale (1: Strongly disagree; 7: Strongly
agree. The same below).

• User Experience. We measured participants’ Decision Confi-
dence [98]. Meanwhile, as deliberation requires extra efforts, we
evaluated participants’ self-reported Mental Demand [17, 46, 56,
71], Effort [56], Complexity [17], and Satisfaction [17, 46] via 7-
point Likert scale.

• Open-ended Feedback. As we aim to gain an in-depth under-
standing of participants’ perceptions of the Deliberative AI and
the deliberative decision-making process, we added three open-
ended questions in the exit survey.

A positive WOA means human opinions align more with AI (with values above 1
indicating over-adjustment), while a negative WOA signifies a divergence from AI
opinions.

5.4.1 Analysis Methods. We conducted mixed-methods analyses
to examine the aforementioned metrics. For the quantitative analy-
sis, we first performed normality tests (Shapiro-Wilk) and found
that the data did not fit the normality assumption. Therefore we
ran the non-parameter tests. Specifically, to compare Deliberative
AI and XAI (such as humans’ reliance on AI, and their percep-
tions of AI), we run Mann-Whitney U test. To compare all three
conditions (such as task performance, and user experience), we
employed Kruskal–Wallis tests with Bonferroni post-hoc correc-
tion. For qualitative analysis, two authors independently coded
participants’ open-ended feedback and conversation logs using
an inductive thematic analysis approach [61]. The final themes
emerged through discussions and harmonization over several itera-
tions. We also identified representative examples from the source
texts for demonstration in this paper.
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6 RESULTS
In this section, we report our exploratory findings regarding the four
research questions: (RQ1) how Human-AI Deliberation affects task
performance and human reliance (and reliance appropriateness) on
AI, (RQ2) how Human-AI Deliberation affects human perceptions
and task experience, (RQ3) how humans engage in the delibera-
tion process, and (RQ4) how humans perceive the effectiveness of
Human-AI Deliberation and what should be improved.

6.1 RQ1: How will Human-AI Deliberation affect
task performance and humans’ reliance
(and its appropriateness) on AI suggestions?

6.1.1 Decision Accuracy. As shown in Figure 7, we find that par-
ticipants in the Deliberative AI condition exhibited significantly
higher decision accuracy (𝑀=0.598, 𝑆𝐷=0.169) compared to those
in the XAI condition (𝑀=0.524, 𝑆𝐷=0.16, 𝑝<0.05). Although there is
no statistically significant difference, a trend emerges where Delib-
erative AI tends to surpass Human Alone performance, while XAI
generally underperforms compared to Human Alone. This finding
indicates that in scenarios where tasks are difficult for both humans
and AI, traditional Explainable AI (XAI) might not enhance per-
formance and could even lead to detrimental effects. Conversely,
Human-AI Deliberation has the potential to provide positive bene-
fits, even though the performance of underlying AI models in these
challenging task cases is not good enough.

40%

50%

60%

70% *
Decision Accuracy

AI Accuracy
Deliberative AI
XAI
Human Alone

Figure 7: Task performance in different conditions. The error
bars represent 95% confidence interval. (*: 𝑝<0.05, **: 𝑝<0.01,
***: 𝑝<0.001)

6.1.2 Reliance. We measured participants’ objective reliance by
agreement fraction and switch fraction. As shown in Figure 8 (a),
participants agreed significantly less with AI’s suggestions in Delib-
erative AI (𝑀=0.57, 𝑆𝐷=0.24) than inXAI (𝑀=0.68, 𝑆𝐷=0.27, 𝑝<0.05),
and switched significantly less to AI’s predictions in Deliberative AI
(𝑀=0.23, 𝑆𝐷=0.35) than in XAI (𝑀=0.51, 𝑆𝐷=0.41, 𝑝<0.001). Com-
bined with participants’ open-ended feedback (Sec. 6.4), this may be
because people invest more in independent thinking in the process
of deliberation with AI and realize the problematic aspects of AI’s
perspective.

6.1.3 Appropriateness of Reliance. We further measured the appro-
priateness of participants’ reliance on AI’s suggestion by under-
reliance and over-reliance (Figure 8 (b)). Results show that there is

no significant difference between Deliberative AI (𝑀=0.32, 𝑆𝐷=0.28)
and XAI (𝑀=0.29, 𝑆𝐷=0.30) in terms of under-reliance. While signif-
icantly less over-reliance was observed in Deliberative AI (𝑀=0.47,
𝑆𝐷=0.31) than in XAI (𝑀=0.65, 𝑆𝐷=0.33, 𝑝<0.001), which means
that participants had more appropriate reliance on AI when collab-
orating with our proposed Deliberative AI.

6.1.4 An exploratory analysis of learning effects. In addition to the
accuracy and reliance, we observed learning effects when humans
worked with Deliberative AI to make decisions (Figure 9). To quan-
tify the effect, following [19] we fitted a linear model of average
participant accuracy for each decision round. We found a learning
effect trend for Deliberative AI (although only marginally signifi-
cant, 𝑝=0.051). However, no significant learning effects were found
in XAI. This result reveals participants may gain better knowledge
about the task and how to collaborate with the AI partner to deal
with the task as the deliberation progresses.

In summary, Deliberative AI has a positive effect in improving
decision accuracy. Besides, since the AI model’s accuracy is only
50%, participants in Deliberative AI relied less on AI’s incorrect
suggestions which in turn leads to more appropriate reliance (less
over-reliance). However, our current results do not mean that De-
liberative AI will also lead to better decision performance and more
appropriate human reliance than XAI when the AI performance is
high. Future work is needed to further explore the effects when the
AI performance varies.

6.2 RQ2: How will Human-AI Deliberation
affect humans’ perceptions of the AI and
user experience?

We measured the effects of different AI conditions on participants’
perceptions and user experience via a 7-point Likert scale (1: strongly
disagree, 7: strongly agree).

6.2.1 Perceptions of AI. Figure 10 shows participants’ perceptions
of the AI model. There were no significant differences in perceived
helpfulness and understanding between Deliberative AI and XAI.
However, participants reported significantly less trust in Deliber-
ative AI (𝑀=4.47, 𝑆𝐷=1.68) compared to XAI (𝑀=5.52, 𝑆𝐷=1.27,
𝑝<0.01), aligning with their reliance behaviors (Sec. 6.1.2). This dif-
ference may be attributed to participants identifying more AI flaws
through deliberation than by solely observing AI’s explanations,
supported by conversation logs analysis (see Sec. 6.4 for details).

6.2.2 User experience. First, we want to see participants’ decision
confidence. As indicated in Figure 11, participants in XAI reported
significantly higher confidence (𝑀=6, 𝑆𝐷=1.10) in their predictions
than those in Human Alone (𝑀=5.59, 𝑆𝐷=1.12, 𝑝<0.05). However,
from Figure 7 (a) we found that the final accuracy of participants
in XAI is even lower than those in Human Alone (although not
significant). This indicates that the traditional XAI might lead to
humans’ illusionary confidence, which could prevent humans
from making optimal decisions.

Given that theDeliberative AI requires participants to externalize
thoughts at a dimension level and engage in deliberative discussions
on conflicting opinions, it’s crucial to explore how these activities
influence the user experience. Results showed no significant dif-
ference among the three conditions concerning Mental Demand,
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Figure 8: Participants’ reliance and the appropriateness of their reliance. (A) Participants’ reliance on AI’s suggestions was
measured by agreement fraction and switch fraction. (B) The appropriateness of participants’ reliance on AI’s suggestions,
including under-reliance (the ratio where participants did not use a correct AI suggestion) and over-reliance (the ratio where
participants used an incorrect AI suggestion). The error bars represent 95% confidence interval. (*: 𝑝<0.05, **: 𝑝<0.01, ***: 𝑝<0.001)
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Figure 9: Learning curve measured by decision accuracy in
each task round. The error bars represent 95% confidence
interval.
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Figure 10: Participants’ perceptions of the AI assistant. The
error bars represent 95% confidence interval. (*: 𝑝<0.05, **:
𝑝<0.01, ***: 𝑝<0.001)

Effort, and Perceived System Complexity. However, we find partic-
ipants reported significantly lower Satisfaction in Deliberative AI
than in Human Alone. Combined with the qualitative results (Sec.
6.4), we speculate that this may be because Deliberative AI exposes
more conflicts between humans and AI and they need to carry out
deliberation around these conflicts. This can easily reduce people’s
satisfaction compared to simply making a decision. We also ob-
served a trend that Deliberative AI is more complex than the two
baselines. These findings suggest that there is a trade-off between
encouraging users’ deliberative thinking and optimizing their user
experience, in line with findings in previous studies [17].

6.3 RQ3: How will humans engage in the
deliberation process when working with
Deliberative AI?

To gain deeper insights into the impact of our Deliberative AI, we
analyzed how participants engaged with this technology during
the decision-making process.

As shown in Figure 12 (a), each decision-making instance typ-
ically involved a median of 2.0 rounds of conversation between
participants and the Deliberative AI. During these discussions, par-
ticipants’ viewpoints changed a median of 1.0 times, and they
encountered a median of 1.0 conflicting dimension with the AI
model (based on our pilot study, we defined “conflicting” by a 15%
opinion difference threshold). It’s interesting to note that although
Deliberative AI only highlighted a median of 1 conflicting dimen-
sion, participants discussed a median of 2.0 dimensions with the
AI during these interactions, indicating proactive engagement in
conversations, even when not explicitly prompted.

Regarding the time spent in making a decision, as shown in
Figure 12 (b), participants took the most time to make a decision
in Deliberative AI (a median of 236 seconds), followed by a median
of 33 seconds in XAI, and a median of 23 seconds in Human Alone,
all pair-wise comparisons are significant (𝑝<0.001). These statistics
indicate that humans make “quick” decisions with traditional XAI.
Compared to without AI assistance, participants only spent an aver-
age of 10 seconds longer on each decision in the XAI condition. This
also echoes previous findings that people will mistakenly regard
explanations as a manifestation of AI capabilities [11], resulting in
over-reliance. Since in Deliberative AI humans need to spend more
time in the deliberative discussion process, it might force humans
to make “slow” decisions (i.e., invoke more System 2 thinking [65]),
which is more appropriate for high-stakes decision-making.

We also assessed how participants’ opinions were influenced by
AI’s opinions in both the Deliberative AI and XAI conditions by
calculating the Weight of Advice (WOA). Figure 13 shows a clear
contrast: the WOA in the Deliberative AI condition had a notably
lower median (0.085) compared to XAI (median: 0.538, 𝑝<0.001).
This indicates that participants in the Deliberative AI condition
tended to rely more on their own predictions. It’s noteworthy that
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Figure 11: Effects on user experience. The error bars represent 95% confidence interval. (*: 𝑝<0.05, **: 𝑝<0.01, ***: 𝑝<0.001)
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the lower quartile for Deliberative AI is 0, implying that at least
25% of participants did not alter their opinions after seeing AI
suggestions. These findings align with participants’ lower reliance
on AI observed in Figure 8.

6.4 RQ4: How will humans perceive the
effectiveness of the proposed Human-AI
Deliberation and what can be improved for
future Human-AI Deliberation design?

In addition to quantitative measures, we aim to comprehend par-
ticipants’ in-depth perceptions regarding the helpfulness of the
proposed Human-AI Deliberation and the feature of Deliberative AI

(especially for the opinion updating feature). We also seek valuable
insights to enhance the future design of Human-AI Deliberation. We
analyzed participants’ open-ended feedback using their conversa-
tion logs as support. We summarize our key findings in Figure 14.

6.4.1 Perceptions of the Deliberative AI and the discussion
process. Overall, participants provided both positive and negative
feedback on Deliberative AI and the deliberative discussion pro-
cess. 43 out of 48 participants thought the deliberative discussion
helped them make more informed decisions. Specifically, discus-
sion with AI help humans “identify AI’s problems” (21/48), “consider
different aspects” (10/48), “reflect and realize their mistakes” (15/48).
For instance, Participant 1 (Male, 32) pointed out issues with AI’s
knowledge:

"The AI relies way too much on GPA scores but under-
estimates the role of recommendation letters. It did
not give me convincing justifications. I cannot rely too
much on the AI’s opinion on these two dimensions."
(P1, Male, 32)

Participant 19 (Male, 42) appreciated how the discussions inspired
self-reflection:

"The AI can cause you to doubt what you believe to
be sufficient for an opinion, especially according to
the information/data given." (P19, Male, 42)
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How do humans perceive the Deliberative AI and the 
deliberative discussion process?

Which parts and how should the current AI and 
discussion process be improved?

How do humans perceive the AI updating its own 
views during the discussion?

Pros

Cons

• Help humans identify AI’s problems
• Help humans consider different aspects
• Help humans reflect and realize their mistakes
• Offer new knowledge, insights, and fresh perspectives
• Help with fact-checking
• Help identify biases
• Promote a balance between AI’s objective knowledge and 

human’s subjective opinions

• Engage AI in human’s perspective
• Help humans understand AI and its decisions

• Human agency
• Cognitive burden
• Conversation is not as deep as with humans
• Too long AI conversation

• AI relies too much on data instead of logic
• AI considers little about humans’ reasoning
• AI cannot remember the historical discussion
• AI does not look at the big picture
• AI is still not transparent enough

AI’s Update leads to better UX

• Make humans feel like actually interacting with 
another person

• Make humans feel listened to and respected
• Make the discussion engaging
• Make the decision process more collaborative and 

adaptive

People have mixed perception of how AI updates

• The adjustment of AI opinions makes sense
• People are not sure how and why AI updated
• A little “pushover” / AI did not update much

Affect people’s perceptions of AI

• Feel AI can take qualitative information into 
consideration

• Feel AI is capable of learning
• Increase decision quality
• Doubt the quality of AI’s original opinions

Improvements for AI

• AI needs a better understanding of what humans 
think and say

• AI needs to remember what humans said before
• AI should consider the problem / provide arguments 

beyond statistics
• AI should provide more in-depth probing and 

analyze each attribute’s implications
• AI should explain why its opinions get changed

Improvements for the discussion process

• More conversational and human-like
• More concise
• Progressive disclosure of opinions and arguments
• Give humans more agency (e.g., AI justifies first or 

asks humans what they want to discuss)
• Improve the conversation generation speed
• Use charts to show statistical data

More informed decisions

Better interaction with AI

Limitations of the discussion process

Limitations of the Deliberative AI

Figure 14: The main results of our thematic analysis of the open-ended questions.

These findings align with the content of the human-AI conversa-
tions we collected. In 32% of the conversations, participants ex-
pressed doubts or questions to AI, in 17% of the conversations,
participants acknowledged AI’s arguments, and in 15% of the con-
versations, participants engaged in reflection and self-correction.

Besides, 18 participants acknowledged that discussing with AI
can “offer new knowledge, insights, and fresh perspectives”. For ex-
ample, P5 (Male, 45) said

"It provided some information that I actually did not
know (such as the percentile, how similar stats im-
pacted other decisions in the past, etc.), which I thought
were extremely helpful."

Moreover, nine participants explicitly acknowledged that discus-
sion “helps them identify biases”. For example,

"There were times where it made me realize the AI
probably had an inherent bias so all in all I think it
helped to actually make me pause and reflect." (P35,
Female, 29)

This observation is substantiated by an examination of participants’
conversation histories during the discussion process. Remember
that the AI model assigns a positive feature importance to [Country
belongs to the US] while a negative feature importance to feature
[Country belongs to Asia]. We are gratified to note that a substan-
tial portion of participants (15 out of 48) identified biases in AI’s
opinions. For instance, P3 (Male, 42) questioned, “Why does their
country matter? They are being penalized for being from a certain
country, which could be interpreted as being racist.” Similarly, P17
(Female, 60) inquired, “Could you explain why you see an engineering
major and Asian origin as negatives?” These insightful conversa-
tions indicate that with Deliberative AI, participants could identify
the AI model’s biases in the decision-making process.

What’s more, 15 participants thought the discussion “promoted
a balance between AI’s objective knowledge and human’s subjective
opinions”. For example,

"It provides an opportunity to consider multiple per-
spectives and statistical data, which can lead to a more
informed and balanced decision-making process." (P2,
Male, 42)
"I think that receiving the feedback with the data be-
hind the AI is a helpful visual reminder of how much
above/below the average the applicant was. Being
able to rely on the AI for this and focusing on my
own opinions that are more subjective helped me to
balance." (P48, Male, 28)

However, we also identified limitations in the current discussion
process based on participants’ feedback. Regarding the discussion’s
limitations, five participants felt their “agency gets reduced” as the
AI prompted them to think other than passively waiting for their
questions. Additionally, four participants found the deliberative
discussion “mentally demanding” and believed the AI’s responses
were overly verbose. These findings align with the results of the
effects on participants’ user experience (see Sec. 6.2.2).

Regarding the Deliberative AI ’s limitations, two common con-
cerns were that it “relies too heavily on data over logic” (mentioned
by 15 participants) and “fails to consider human reasoning” (men-
tioned by 10 participants). This feedback aligns with our analysis
of participants’ conversations, where humans integrated personal
experiences and logic into their decision-making. For instance, they
considered factors such as “Business applications are highly compet-
itive, so a higher GPA is required.” (P17, Female, 60), “A good SOP
represents that the applicant has an in-depth understanding of the
project and a strong willingness.” (P32, Male, 28), “Middle-ranking
schools may give students higher GPA, so a GPA of 3.6 may not have
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a particularly positive impact.” (P29, Male, 50). In contrast, the AI’s
responses lacked in-depth analysis of these human justifications.
Furthermore, some participants expressed concerns about the AI’s
inability to remember historical discussions (five), its failure to
consider the bigger picture (three), and its lack of transparency
(three).

6.4.2 Perceptions of Deliberative AI’s updating. Participants
generally appreciated the feature of dynamical updating. 25 out of
48 participants found that the AI updates “improved the user experi-
ence.” They described the experience as more interactive, akin to
“interacting with a real person” (6 participants), where their opin-
ions were “listened to and respected” (19 participants). Furthermore,
these dynamic updates made the discussion process “more engag-
ing” (8 participants) and the overall decision-making process “more
collaborative” (5 participants).

However, perceptions of how AI updated its opinions varied.
While 11 participants felt the magnitude of AI updates was too
sensible (e.g., “the AI updated too much”), 13 participants expressed
uncertainty about “why and how the AI updated.” For instance, one
participant mentioned,

"I’m not sure if the AI really changed its opinions
because of what I said or because it was programmed
to do so in response to my judgments". (P2, Male, 42)

Interestingly, some participants believed that AI changed its views
too easily, while others felt it didn’t compromise enough. Addition-
ally, AI’s opinion updates influenced participants’ perceptions of
AI. Eight participants believed that “AI could take qualitative infor-
mation into account”, and five participants thought “AI is learning
human knowledge from the discussion process”, which could “improve
the quality of decision-making” (3 participants). Three participants
reported that the lack of transparency in the AI update process
made them “doubt the quality of the opinions given by the AI at the
beginning”. Therefore, although AI updates imitate the behavior of
deliberation between humans, in order to make AI updates more
meaningful, it is necessary to consider the perceptions of different
users and conduct a more targeted design.

6.4.3 Opportunities for future improvements of Delibera-
tive AI. Participants offered insightful suggestions for enhancing
Deliberative AI in the future.
• Deeper Understanding of Humans: 15 participants stressed the
need for AI to “better comprehend humans’ thoughts and argu-
ments”, desiring more nuanced and context-aware communica-
tion.

• Enhanced Memory: 8 participants emphasized the importance of
AI “remembering previous interactions for more personalized and
coherent conversations”.

• Holistic Problem Solving: 12 participants recommended that AI
“think beyond statistics” and “provide arguments with broader con-
siderations”, offering more comprehensive suggestions.

• Deeper Analysis: 10 participants advocated for AI to delve deeper
into discussions, “conducting more thorough probing and “analyz-
ing the implications beyond the superficial meaning of an attribute
within a given context”.

• More Transparency: 8 participants expressed the desire for more
transparency fromAI, seeking explanations for “whyAI’s opinions

changed during conversations”. This transparency was seen as
essential for building trust and understanding.

Regarding the design of the human-AI discussion process, 8
participants suggested making the conversation “more conversa-
tional and human-like”, with 11 participants favoring “concise AI
responses”. Additionally, 2 participants recommended “progressively
disclosing AI’s arguments”, while 3 participants desired more user
agency in leading the discussion process. In addition, 3 participants
also suggested improving the dialogue generation speed and visual
information display.

Things to Note about Interpreting the Results. We explored
the possible impact of Human-AI Deliberation on decision-making
from different aspects. However, we caution readers to consider
these results as exploratory findings. Since we did not recruit real
members of the graduate admissions committee to participate in
our study, we do not know whether Deliberative AI can help with
real graduate admissions decisions. In addition, the generalizability
of these results has yet to be verified. In our study, Deliberative AI
only had 50% accuracy on the selected “challenging” task cases, so
it is uncertain whether similar findings can appear on “easy” cases
where AI has high performance. In addition, due to the length of
discussion, we only asked participants to solve four task cases with
Deliberative AI, which also limits the generalizability of the results.
Nonetheless, we believe these exploratory findings are valuable
in providing an initial understanding of the potential of Delibera-
tive AI and the impact it may have on decision-making. Common
issues identified in this study can shed light on future designs of
Deliberative AI.

7 DISCUSSION
In this paper, we introduce Human-AI Deliberation, which aims to
address two common challenges in AI-assisted decision-making.
First, we tackle the issue of humans’ insufficient analytical thinking
when a recommendation is directly presented. Second, we address
the problem of limited interaction support for resolving human-AI
disagreements. Existing interfaces only allow individuals to accept
or reject AI suggestions as a whole, hindering the utilization of
human-AI nuanced knowledge and collaborative problem-solving.
Our exploratory assessment in the context of an illustrative task
reveals that Human-AI Deliberation has the potential to enhance
decision accuracy and promote appropriate reliance on AI recom-
mendations compared to traditional explainable AI assistants. Anal-
ysis of questionnaire ratings, human behaviors, and open-ended
feedback provides valuable insights. We now delve into our key
findings and discuss design implications and critical limitations.

7.1 Deliberation as a New Paradigm
Complementing Existing (X)AI Assistance

The proposed Human-AI Deliberation aims at engaging humans in
the deliberation process through conflict-oriented discussions. It
can serve as a powerful supplement to existing AI assistance. On
the one hand, Deliberative AI still plays the role of an assistant and
its underlying component is based on existing XAI. Although it
will refute, it always respects human opinions. People have the
full agency as the final decision-maker. Additionally, Deliberative
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AI can be seen as an enhanced version of an AI assistant that en-
gages people in analytical thinking. Some interaction design of
Deliberative AI aligns with prior work, such as encouraging partici-
pants to form independent opinions before seeing AI suggestions
(e.g., Cognitive Forcing Function [17]) and utilizing AI-generated
questions to stimulate critical thinking (e.g., employing AI-framed
questioning [27]).

On the other hand, Human-AI Deliberationmakes important con-
tributions to stepping outside the boundaries of traditional AI/XAI
for AI-assisted decision-making. People are no longer just recipients
of AI suggestions and explanations, but need to actively participate
in discussions and explain their own ideas, which contributes to
mutual communication and transparency between humans and
AI. This communication can lead to more informed and mature
decisions as deliberations progress.

We suggest that the design of future AI assistants should not
only focus on the design of the AI side (such as improving the
performance of AI or improving the presentation of AI auxiliary
information), but also draw on human-to-human decision-making
methods and theories to explore design opportunities, especially
from the perspective of communication between humans and AI.

7.2 Reducing Human Over-Reliance by
Exposing AI Mistakes

Human-AI Deliberation significantly diminishes participants’ ten-
dency to over-rely on incorrect AI suggestions. A pivotal element is
the adoption of cognitive forcing theory, as proposed by Buccinca et
al. [17], which motivates individuals to formulate their opinions be-
fore being exposed to AI recommendations. This method effectively
counters the anchoring bias—the initial influence of AI’s erroneous
predictions on judgment—thereby encouraging more analytical,
System 2 thinking [65]. Notably, our Explainable AI (XAI) baseline
also requires participants to articulate their perspectives indepen-
dently before receiving AI counsel and explanations. Despite this
stringent baseline, our Deliberative AI approach shows enhanced
effectiveness in reducing over-reliance. Thus, the observed decrease
in over-reliance within our Deliberative AI extends beyond mere
cognitive forcing, attributed also to the promotion of thoughtful
deliberation between individuals and AI amidst contrasting view-
points.

Within the Deliberative AI, as participants navigate through con-
flicting opinions with AI, they become increasingly cognizant of AI
limitations, further mitigating over-reliance. Furthermore, 31% of
conversations involve participants expressing skepticism towards
the AI’s opinions and logic. However, the decline in over-reliance
is not due to people blindly doubting AI. Notably, our strategy
significantly reduces over-reliance on AI without increasing under-
reliance. This indicates that through deliberative discourse, par-
ticipants critically assess AI’s opinions on a case-by-case basis,
integrating accurate AI insights while amending their own assess-
ments as necessary and identifying instances where AI judgments
may be erroneous. Consequently, we recommend that designers of
AI-assisted decision-making systems prioritize transparency and
explicitly highlight AI’s potential errors, rather than merely hint-
ing that “AI may make errors”.

7.3 Human-AI Conflict Resolving Is The Key to
Improving Collaboration

We contend that resolving conflicts is inherently more beneficial for
enhancing decision-making processes than merely seeking consen-
sus. Our methodology, Human-AI Deliberation, emphasizes the res-
olution of disputes between humans and AI, a dimension presently
overlooked in AI-assisted decision-making frameworks. We argue
that conflict serves as a crucial element in human-AI collaboration,
unveiling inherent flaws and biases. This conflict-centric approach
yields multiple advantages: it enhances the accuracy of decision-
making by mitigating over-reliance on AI, fosters introspection,
and facilitates the reconciliation of differing opinions with AI rec-
ommendations. Furthermore, by prioritizing conflict, humans can
better recognize biases in AI interpretations, thereby advancing
fairness in decision-making processes [59, 70].

Nevertheless, an emphasis on conflict resolution—despite its
apparent benefits—may diminish user satisfaction. Engaging in
deliberation with AI, particularly around divergent viewpoints,
necessitates that individuals critically evaluate their own perspec-
tives and articulate their arguments. This process amplifies the
perception of "dissenting voices," potentially compromising the
user experience. Hence, we advocate for a balanced approach in fu-
ture design paradigms: one that centers on conflict resolution while
simultaneously considering strategies to enhance user engagement
with conflicts without detracting from the overall experience.

7.4 Obstacles to Discussion: Humans and AI
Think Differently

Humans Use Heuristics and Logic, while AI Relies on Data:
Combining LLM and DS-Model empowers Deliberative AI in dy-
namic discussions with humans. However, AI’s data-centric ap-
proach clashes with human decision-making, which integrates per-
sonal understanding and experiences [47], logic [38], heuristics [33],
and creativity [114, 115]. To address this, we propose DS-Model
guiding LLMs for data-related discussions and LLMs autonomously
handling data-irrelevant matters based on DS-Model’s predictions.
While effective, this approach faces limitations in engaging users
with strong subjective perspectives and reasoning [85].

Existing Explanation Methods Are Insufficient to Enable
Discussion: Current XAI methods, like local feature importance
[83], inadequately clarify specific feature contributions. Our solu-
tion, based on training data, provides data-related insights, such as
data distribution and value comparisons, to empower AI in feature-
level discussions. However, challenges arise. First, patterns inferred
from data may not precisely align with AI’s explanations. Second,
users often rely on various forms of reasoning beyond data, in-
cluding subjective experiences [33, 47]. This finding is aligned with
Miller et al.’s work [99], "probabilities are not as important as causal
links." Hence, offering data-driven insights as meta-explanations
may not fully align with users’ thinking styles or replicate human-
like conversations.

Therefore, future human-AI deliberation designs should try to
cope with humans’ intuition and cognitive processes and design
human-compatible AI explanations to empower more effective
human-AI discussions.
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7.5 Ethical Concerns in Deliberative AI Design
Responsibly Utilizing LLMs for Assisting Human Decision-
Making. LLMs are advancing rapidly but face a critical issue known
as “hallucination”, where they generate seemingly credible but false
information [64]. Engaging in discussions with users solely based
on LLM-generated opinions, without proper fine-tuning of task
data, is highly irresponsible. Even with fine-tuning, unpredictable
responses can occur. To address this, we advocate for a responsible
approach that combines LLMs and DS-Model. DS-Model’s output
tightly controls LLMs’ responses, with LLMs primarily acting as
a communication bridge between users and DS-Model. While this
approach restricts LLMs’ flexibility to some extent, it enhances
security and controllability. However, it’s essential to note that
even with DS-Model and training data guiding LLMs’ responses,
the potential for error information remains. Therefore, researchers
planning to employ LLMs in decision-making should exercise cau-
tion and transparency. It’s crucial to inform users about the pos-
sibility of inaccurate information and potential pitfalls associated
with LLM-generated responses.

Concerns Regarding AI Updating. Research on human-AI dis-
cussions highlights a desire for AI to actively engage with human
opinions [143]. To address this, we’ve implemented an AI opin-
ion update mechanism, allowing AI to adapt its stance based on
user arguments’ rationality and prediction uncertainty. Although
users generally appreciate the AI’s responsiveness and the feel-
ing of being heard and respected, ethical concerns have emerged,
particularly regarding accountability. One pivotal question arises:
Who should be held accountable if the AI initially had the correct
prediction but updated to an incorrect one after engaging in dis-
cussions with the human? Furthermore, the AI’s ability to adapt
its viewpoints may give humans the impression of learning and
progress, despite the underlying AI model remaining unchanged.
This can impact user expectations and potentially lead to an overes-
timation of AI capability. While the AI’s capacity to update opinions
is promising, it’s crucial to remain vigilant about potential adverse
outcomes during the design phase. Most importantly, future designs
should prioritize transparency in the AI updating mechanism to
help users fully comprehend the principles governing AI updates
and effectively manage their expectations.

7.6 Applicability and Generalizability
Although the human-AI deliberation framework we introduced is
potentially applicable and can theoretically be adapted to various
decision-making scenarios, deliberation may not be suitable for
all tasks. First, the deliberative process requires additional time
and cognitive resources, making it less suitable for repetitive, low-
stakes decisions such as content moderation [71]. Instead, it may be
more beneficial in high-stakes decision-making environments, such
as healthcare [79], financial investments [53], and criminal justice
[26], especially when dealing with complex or edge cases. Sec-
ondly, Human-AI Deliberation is better suited to handle challenging
task cases that are difficult for both humans and AI. Furthermore,
our proposed method of combining large language models (LLMs)
with domain-specific (DS) models can be adapted to other decision-
making scenarios. It does not limit the form of the DS model, which

can range from a simple machine learning classifier to a complex
neural network model or even another specific large model.

7.7 Limitations and Future Work
The study design of this paper has several limitations. First, the
illustrative task (college admission decision) we chose disconnects
with real college admission. On the one hand, limited by the avail-
able public data set, the data set we used does not contain the raw
texts of some important dimensions, such as purpose statements, di-
versity statements, recommendation letters, etc. Thus, in our study,
participants could only discuss the ratings on them rather thanwhat
information is included in them. Furthermore, the participants we
recruited were not members of the actual admissions committee.
Although we require participants to have at least a master’s degree
and graduate application experience, there is still a considerable
gap in expertise. Therefore, the graduate admission task is just
an illustrative task to explore the instantiation and potential of
the proposed Human-AI Deliberation framework. We need future
studies to truly explore whether and why Deliberative AI yields
improvement in real-world college admission decision-making.

Second, the number of decision task samples used in our study is
relatively limited. We tried to include 8 or 10 decision task samples
in our pilot study, which resulted in participants taking more than
one hour to complete all decision tasks. In addition, the users’
engagement dropped substantially after completing three or four
tasks, and they simply dragged the slider on the interface to give
their opinions without discussing the conflicting points with AI.
We infer that long tasks lead to user fatigue, which will affect
the validity of the study. Therefore, due to concerns about the
length of the study, we only selected four task samples, which to
some extent limits the generalizability and significance reliability
of the experimental results. Future work needs to test the effects
of Human-AI Deliberation through a long-term study so that more
deliberative decision data can be collected.

Third, the AI in our study is of low performance (50% accuracy),
not a conventional AI that performs better than humans. We made
this design choice because Human-AI Deliberation is more suitable
for dealing with task cases that are challenging for both humans and
AI. However, we acknowledge that the decision-making dynamics
assisted by AI with different performances can be different. Thus,
all our results are based on the premise that AI’s performance
is relatively low and on par with humans’ independent decision-
making performance. Therefore, we cannot say whether some of
the positive outcomes of Deliberative AI (such as a reduction in
people’s overdependence) will persist when the AI performs very
well. Future work can further consider the variation of human and
AI decision performance.

Finally, our study shows the potential of Deliberative AI com-
pared to XAI, but it is still unclear which components ofDeliberative
AI contribute to the benefits. We acknowledge that Deliberative
AI has more features than the XAI condition. For example, De-
liberative AI can present distribution information of the training
data (e.g., percentiles) in the conversation (as evidence of AI in the
Human-AI Deliberation framework), which XAI does not have. This
is because we chose to apply the most commonly used XAI display
method as the baseline. These XAI systems typically only provide



Conference’17, July 2017, Washington, DC, USA Shuai Ma, et al.

suggestions and explanations without providing data distribution
information. In addition, Deliberative AI consists of multiple critical
components. A future ablation study could help investigate the role
and importance of each component for a systematic comparison.

8 CONCLUSION
In this paper, we introduce the framework of Human-AI Delib-
eration, as a new paradigm of AI assistance for decision-making.
Human-AI Deliberation encourages the externalization of thoughts,
facilitates interactive deliberation between humans and AI, and
allows for dynamic updates of decisions. To enable the deliberation,
we present a novel AI assistant called Deliberative AI, which can
identify differences in viewpoints, engage in comprehensive delib-
eration, and adapt its suggestions during discussions. We apply this
framework to an illustrative task (graduate admissions decisions)
and conduct an exploratory study to assess its potential impact on
decision-making processes, outcomes, user perceptions, and expe-
riences. Results indicate the potential of Deliberative AI to improve
decision accuracy and promote more appropriate human reliance
on AI. Additionally, we analyze participants’ behaviors and open-
ended feedback to gain deeper insights into how users use and
perceive Deliberative AI, uncovering areas for improvement. Lastly,
we offer design implications based on our findings, highlighting
the potential of Human-AI Deliberation as a valuable supplement to
current AI-assisted decision-making.
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APPENDICES
A BASE INTERFACE
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Figure 15: The baseline (traditional explainable AI) interface in our user study. The interface contains three parts. The top (A)
is the applicant’s profile. The bottom left part (B) shows AI’s feature contribution explanation. The bottom right part (C) is for
humans to (1) indicate their initial predictions, (2) see AI’s suggestions, and (3) indicate their final decisions. Note that AI’s
suggestions and explanations are only shown after humans make their initial predictions. (All the dashed lines are only for
illustration)
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